ABSTRACT
Consider a set of methods implementing an Application Programming Interface (API) of a given library or program module that is to be used in a multithreaded setting. If those methods were not originally designed to be thread safe, races and deadlocks are expected to happen. This work introduces the novel concept of program closure and describes how it can be applied in a methodology used to make the library or module implementation thread safe, by identifying the high level data races introduced by interleaving the parallel execution of methods from the API. High-level data races result from the misspecification of the scope of an atomic block, by wrongly splitting it into two or more atomic blocks sharing a data dependency. Roughly speaking, the closure of a program \( P \), \( \text{clos}(P) \), is obtained by incrementally adding new threads to \( P \) in such a way that enables the identification of the potential high level data races that may result from running \( P \) in parallel with other programs.

Our model considers the methods implementing the API of a library of program module as concurrent programs and computes and analyses their closure in order to identify high level data races. These high level data races are inspected and removed to make the interface thread safe. We illustrate the application of this methodology with a simple use case.

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/Program Verification—Validation; D.1.3 [Programming Techniques]: Concurrent Programming—Parallel Programming

1. INTRODUCTION
With the introduction of multicore platforms, concurrent programming is becoming mainstream. Libraries are thus commonly required to make their API (Application Programming Interface) thread safe. The implementation of the thread-safe version of an API is expected to be efficient and correct. Given an efficient thread-safe API implementation, the applications using the library can take advantage of the multithreaded setting to improve performance. To make the library API thread safe, potential data races, deadlocks, and high level data races \([1]\) need to be analysed. Intuitively, a high level data race is a non-atomic access to sets of variables, for which the relations between them actually call for atomic access. Note that the access to each set may be protected and atomic, but accesses to the different sets are not atomic.

An API is composed of a set of methods exposed to the API users. Each method may create new threads during its execution. As a result, concurrent anomalies, such as data races, high level data races and deadlocks, are possible regardless of the requirement for thread-safety between methods. Our analysis will address the detection of high-level data races in such settings, as well as those introduced by the parallel execution of the API’s methods.

Adapting an existing implementation of an API to become thread safe involves three important stages: i) eliminate all data races caused by concurrent accesses to shared variables using a fine grained locking strategy, i.e., protect small blocks of code by locks (as opposed to rough protection of entire methods); ii) eliminate any deadlocks originated from the locking policy implemented in the first stage; and iii) eliminate the high-level data races existing in the implementation after stage ii) is concluded. Classical deadlock and data race identification tools can be applied to an existing sequential API implementation to help in the first two stages of the process of making the API thread safe. This work focuses on the third stage, i.e., on the analysis of high level data races in order to make the API thread safe.
To facilitate the discussion, we make some simplifying assumptions. In the conclusion we discuss how to remove them. The simplifying assumptions are: i) the data races are eliminated using a fine grain locking strategy over a single global lock; ii) we know a \textit{priori} the set of shared variables; iii) we know a \textit{priori} the order by which the atomic blocks (code blocks protected by a lock/unlock pair) are executed; iv) we know all subsets of shared variables accessed under the scope of a lock during the execution of one of the methods in the API; and v) all API methods have a fixed number of internal threads.

We are given a concurrent program \( P \). The program is assumed to use a fine grained single lock strategy. The program region delimited by the lock/unlock pair is called an atomic region. Each program thread \( t_i \) in \( P \) is assumed to access a set of shared variables that may also be accessed by other threads. A view \( v \) of some atomic region of thread \( t_i \) is the set of shared variables accessed by \( t_i \) in that atomic region. A maximal view of some thread \( t_i \) is a view of \( t_i \) that is not contained in any other view of \( t_i \). There is a high level data race between two threads \( t_i \) and \( t_j \) in \( P \), if the sets resulting from the intersection of a maximal view \( v \) in \( t_i \) with the views of \( t_j \), \( V(t_j) \), do not form a chain. They form a chain if \( \forall u, w \in V(t_j), u \cap w \subseteq v \cap w \) or vice versa. This concept of high level data races regarding the program’s runtime was introduced in [1].

In this paper, we also take into account the control flow graph and dependencies between views when considering high level data races. In other words, we consider only views that may be executed one after the other in some execution of the program and that have shared variables in common. This increases the chance that a high level data race actually represents an intended transaction and subsequently a real concurrent anomaly, hence reducing the so called \textit{false positives}. Other view dependencies could also be considered, such as an indirect data dependency between views through an auxiliary variable that does not appear in any of them. However, in this paper, we focus on the non-empty view intersection for simplicity, and discuss further options in Section 6.

An API is defined by a set of methods. We model a method as a concurrent program with a single point of entry. Given a set of methods \( m_1, \ldots, m_n \), modeled as the set of concurrent programs \( P_1, \ldots, P_n \), the high level data races that may result by executing any subset of methods concurrently are analyzed to tackle the thread-safety challenge. We refer to the new program that may execute any subset of \( P_1, \ldots, P_n \) concurrently as \( P \). Instead of analyzing the high level data races of \( P \), the closure operation is introduced and applied to each \( P_i \), thus obtaining a new program \( \text{clos}(P_i) \). We then analyze the high level data races of \( \text{clos}(P_i) \) in order to identify anomalies associated (in a manner that will be defined in the paper) with all of the high level data races of \( P \).

For each of the programs \( P_i \), the analysis of \( \text{clos}(P_i) \) is local to \( P_i \) and also points to potential problems that are currently not occurring in \( P \) but may occur in future versions of \( P \). For example, if \( P_i \) has the following views, \( \{x, y\}, \{y, z\} \), belonging to the same thread and executing consecutively, but in \( P \) there is no other view with \( \{x, y, z\} \), then no high level data races are reported in \( P \) concerning the consecutive access of \( \{x, y\} \) and \( \{y, z\} \) in \( P_i \). Alas, in a future version of \( P \), the programmer might introduce a new thread with the view \( \{x, y, z\} \), resulting in a high level data race. This potential future anomaly is highlighted by the high level data race analysis of \( \text{clos}(P_i) \), but not by the high level data race analysis of \( P \).

The rest of this paper is organized as follows. First, in Section 2, the concept of a program closure, \( \text{clos}(P) \), for a concurrent program \( P \) is motivated and developed. In Section 3 we discuss how program closures can be used to solve the API thread safety problem. A detailed use case illustrating the process is covered in Section 4. Related works are discussed in Section 5, and conclusion and future work are covered in 6, including some considerations on how to remove the simplifying assumptions introduced in this Section.

2. PROGRAM CLOSURE

Consider the concepts of a \textit{view} and a \textit{maximal view} as defined in [1] and in the introduction above. Further consider a concurrent program \( P \) that has \( m \) threads \( \{t_1, \ldots, t_m\} \). The views associated with thread \( t_i \) (1 \( \leq i \leq m \)) are denoted by \( V_{i1}, \ldots, V_{in} \). We say that two views associated with \( t_i \), \( V^i_{j1} \) and \( V^i_{k2} \), are dependent if there is some execution of \( P \) for which \( V^i_{j1} \) is executed after \( V^i_{j2} \) and \( V^i_{j1} \cap V^i_{j2} \neq \emptyset \). For \( t_i \), we define the directed graph obtained by that relation as \( D_i \).

If the intersection of some maximal view in \( t_i \), \( V^i_j \), with the views of a maximal length path in \( D_i \), \( p = (V^i_l, \ldots, V^i_r) \), does not form a chain, then a high level data race exists between thread \( t_i \) and thread \( t_j \). They form a chain if \( \forall u, w \in p, V^i_j \cap u \subseteq V^i_j \cap w \) or vice versa.

While the definitions discussed in this paper hold for maximal length paths in general, for practical usage the paths must be finite. Therefore we refer only to maximal length paths that do not include repeating views.

For each maximal length path \( p = (V^i_l, \ldots, V^i_r) \) in \( D_i \), that does not include repeating views, we create a new thread \( t_p \) that is associated with a single view \( C_p = V^i_l \cup V^i_2 \cup \ldots \cup V^i_r \). \( C_p \) is referred to as the closure set associated with the maximal path \( p \) and the thread \( t_i \). Intuitively, the maximal path reflects a set of variable accesses that should be atomic, due to the dependencies between each pair of consecutive views.

Note that each thread we are adding to the program has only one view. As a result, the interaction of any two newly added threads will never add new high level data races to the program.

We define the closure of \( P \), \( \text{clos}(P) \), to be the program obtained from \( P \) by adding such threads, \( t_p \), for each maximal length path \( p \) in \( D_i \), for each thread \( i \) in \( P \). The set of high level data races in \( P \) is contained in the set of high level data races in \( \text{clos}(P) \). If the set of high level data races in \( P \) and \( \text{clos}(P) \) are equal we say that \( P \) is a \textit{closed program}.

To motivate the above definition a sequence of several examples is given.

2.1 Examples

In the following examples we use the keyword \textit{atomic} and the associated block to denote the scope of the lock.

\footnote{For simplicity we assume that the number of program threads is fixed and known.}
2.1.1 Example 1

Consider a program $P_1$ with a single thread executing the code $T_1$ above. The closure sets associated with this thread are $C_2 = C_3 = \{x, y, z, t\}$. So, to close the program we must add a new thread $T_2$ accessing the variables in $C_2$.

\[
\begin{array}{c|c}
T_1 & T_2 \\
\hline
V_1^1 = \{x, y\} & \text{clos}(T_1) \\
V_2^1 = \{z, x\} & \text{clos}(T_1) \\
V_3^1 = \{t, z\} & \text{clos}(T_1) \\
V_4^1 = \{z, y\} & \text{clos}(T_1) \\
V_5^1 = \{r, t\} & \text{clos}(T_1) \\
\end{array}
\]

Note that according to our definition of dependency between views, as the intersection of $\{r,t\}$ with $\{z,x\}$ and with $\{z,y\}$ is empty, then there is no dependency between $\{z,x\}$ and $\{r,t\}$, neither between $\{z,y\}$ and $\{r,t\}$, although they have a control flow relation.

This example shows how the program closure captures potential high level data races that do not currently exist, but that may exist if further threads are to be introduced to the system. It also illustrates that multiple equal closure sets will be associates with a single new thread in the closed program.

2.1.2 Example 2

Consider a program $P_2$ with a single thread executing the code $T_1$ above. $\text{clos}(T_1)$ has two new threads $T_2$ and $T_3$, with views $C_2$ and $C_3$ respectively.

\[
\begin{array}{c|c|c}
T_1 & T_2 & T_3 \\
\hline
V_1^1 = \{x, y\} & \text{clos}(T_1) & \text{clos}(T_1) \\
V_2^1 = \{z, x\} & \text{clos}(T_1) & \text{clos}(T_1) \\
V_3^1 = \{t, z\} & \text{clos}(T_1) & \text{clos}(T_1) \\
V_4^1 = \{z, y\} & \text{clos}(T_1) & \text{clos}(T_1) \\
V_5^1 = \{r, t\} & \text{clos}(T_1) & \text{clos}(T_1) \\
\end{array}
\]

The new program $\text{clos}(T_1)$ has now two high level data races: one is obtained from $V_1^1 + V_2^1$ and $C_2$, and the other is obtained from $V_2^1 + V_3^1$ and $C_3$. Each newly added thread in the program closure represents a set of threads that in the future may be introduced in the system, hence potentially triggering the identified high level data race.

2.1.3 Example 3

Consider a program $P_3$ with multiple threads executing the code above. This program has no high level data races. As all the threads in $P_3$ execute the same code, they all share the same views $V_1^3 = \{x, y\}$ and $V_2^3 = \{z, x\}$, and have the same maximal path in their control flow ($V_1^3, V_2^3$), so to close the program we will add only one single thread with the view $C_2 = \{x, y, z\}$. The new program $\text{clos}(P_3)$ has a high level data race, as $V_1^3 \cap C_2 = V_1^3$ and $V_2^3 \cap C_2 = V_2^3$ and neither $V_1^3 \subseteq V_2^3$ nor $V_2^3 \subseteq V_1^3$, i.e., $V_1^3$ and $V_2^3$ do not form a chain.

2.1.4 Example 4

Consider a program $P_4$ with two threads $T_1$ and $T_2$. In this example, $\text{clos}(P_4)$ would include one extra thread with the view $C_3 = \{x, y, z\}$, which is already in $P_4$ (in $T_2$). Hence $P_4$ is already closed and $P_4$ and $\text{clos}(P_4)$ have the same (possibly empty) set of high level data races.

2.1.5 Example 5

Consider the program $P_5$ above obtained from the example in Section 2.1.1 by the closure process, i.e., $P_5 = \text{clos}(P_1)$. All the closure sets introduced in $\text{clos}(P_3)$ would be equal to an already existing view in $P_5$, hence no new views nor threads are introduced for $\text{clos}(P_5)$. This is an example of Lemma 2.1 below (“$\text{clos}(P)$ is always closed”).

2.2 Properties of Program Closure

Lemma 2.1. For any program $P$, $\text{clos}(\text{clos}(P)) = \text{clos}(P)$.

Corollary 2.2. The closure of a program $P$ is always closed.

Proof. Clearly, $\text{clos}(P) \subseteq \text{clos}(\text{clos}(P))$. Every thread in $\text{clos}(\text{clos}(P))$ that was not in $P$ is either a result of applying closure to a thread in $P$ or to a thread in $\text{clos}(P) - P$. When we apply the closure to a thread in $P$ we clearly remain in $\text{clos}(P)$. On the other hand, when we apply the closure to a thread $t$ in $\text{clos}(P) - P$ it does not result in a new thread as threads in $\text{clos}(P) - P$ have a single view. □
3. MAKING AN API IMPLEMENTATION THREAD SAFE

Given an implementation of an Application Programming Interface (API), we would like to make it thread safe, i.e., let each method in the API execute in parallel to the others correctly. We expect that the API methods will need to be modified, and appropriate protection added, in order for them to execute correctly in parallel. In this section we demonstrate how the closure of a concurrent program can aid in identifying the modifications required in order to make the API thread safe.

We consider each API's method call to be a spawn of a new thread that will execute this method. Note, however, that an API's method can create more threads as it executes, thus it does not necessarily have just one thread.

Let \( V \) be the set of views belonging to any of the API methods. Each API method can therefore be viewed as a concurrent program \( P_i \) that is a set of set of views, hence \( P_i \in \mathcal{P}(\mathcal{P}(\mathcal{P}(V))) \). As a result, for our purpose, the set of API methods is a set of concurrent programs \( API = \{P_1, \ldots, P_k\} \), and executing them in parallel creates a new concurrent program \( \text{PAPI} = P_1 \cup \ldots \cup P_k \). For example, if \( P_1 = \{\{(x, y), \{y, z\}\}, \{(x), \{y\}\}\} \)

has two threads, and \( P_2 = \{\{(x), \{y, z\}\}, \{(x, y)\}\} \)

has two threads as well, then

\[
\text{PAPI} = \{\{(x, y), \{y, z\}\}, \{(x), \{y\}\}\} \\
\cup \{\{(x), \{y, z\}\}, \{(x, y)\}\}
\]

\[
= \{\{(x, y), \{y, z\}\}, \{(x), \{y\}\}, \{(x, y)\}, \{(x), \{y\}\}, \{(x), \{y, z\}\}, \{(x, y)\}\}
\]

and has four threads.

The set of high level data races that arise from the execution of \( \text{PAPI} \) is denoted by \( \text{HLDR}(\text{PAPI}) \). We are interested in analysing the relation between this set and the sets of high level data races of the closure of the API methods, i.e., the sets \( \text{HLDR}(\text{CLOS}(P_i)), i = 1, \ldots, k \). We will show that focusing on the high level data races of the closure of each API method, \( \text{HLDR}(\text{CLOS}(P_i)), i = 1, \ldots, k \), is sufficient for the purpose of making \( \text{PAPI} \) a thread safe program.

**Lemma 3.1.** Any high level data race in \( \text{PAPI} \) between threads \( t_i \) and \( t_j \) is either a false alarm, or there is a corresponding high level data race in \( \text{HLDR}(\text{clos}(P_i)) \) or in \( \text{HLDR}(\text{clos}(P_j)) \).

**Proof.** Consider a high level data race in \( \text{PAPI} \) between threads \( t_i \) and \( t_j \). Assume w.l.o.g. that the high level data race is between a maximal view \( V_1 \) of thread \( t_i \) and a set of views \( V_1', \ldots, V_k' \) of thread \( t_j \). By definition, \( \{V_1 \cap V_1', \ldots, V_k \cap V_k'\} \) do not form a chain, i.e., there exists \( a, b, s.t. \) \( V_n \cap V_n' \subseteq V_n \cap V_n' \) and \( V_b \cap V_b' \not\subseteq V_b \cap V_b' \), which implies \( V_a \not\subseteq V_b \) and \( V_a \not\supseteq V_b \).

Consider views \( V_n, V_n' \) as above. If \( V_n \) and \( V_n' \) are contained in a maximal path in \( D_i \), then by construction \( \text{clos}(P_i) \) contains a maximal view \( V_i \) s.t. \( V_n \cup V_n' \subseteq V_i \), therefore \( V_n \cap V_i \not\subseteq V_i \cap V_n' \), and \( V_n \cap V_i \not\subseteq V_n \cap V_n' \), therefore a corresponding high level data race exists in \( \text{HLDR}(\text{clos}(P_i)) \).

Otherwise, \( V_n \) and \( V_n' \) are not contained in a maximal path in \( D_i \). This can be either because no control flow exists between them (i.e., there is no run in which \( V_n \) runs after \( V_n' \) or vice versa), or because they are disjoint. In either case, we consider the high level data race a false alarm.

To illustrate the case when \( V_1 \) and \( V_1' \) are not contained in a maximal path in \( D_i \), consider the following example:

\[
T_0 = \begin{array}{c}
\text{atomic} \{ x = y ; \} \\
\text{atomic} \{ z = x ; \}
\end{array}
\]

Intersecting the maximal view of \( T_1 = \{x, y, z\} \), with the views of \( T_0 \), \( \{x, y\} \), \( \{z, x\} \) results in a non chain \( \{x, y\} \) and \( \{z, x\} \) and thus in a high level data race. But this is a false alarm, as such high level data race can never actually occur at runtime as only \( \{x, y\} \) or \( \{z, x\} \) may occur in a run of \( T_0 \), but never both.

Note that Lemma 3.1 makes no assumptions about the threads being different from each other. Therefore the Lemma covers also the case where the same API's method is called twice, i.e., when it runs in parallel to itself.

4. A DETAILED USE CASE

In this section we introduce a step-by-step description of the proposed methodology to make an API implementation thread-safe. To clearly highlight the approach, the example is intentionally kept simple, and we will assume the original implementation of the API was single-threaded.

As described before, for the first two steps the programmer applies standard race detection and deadlocks techniques to synchronize the API methods. The added synchronization can be fine grained and may lead to high level data races. Next, the third step, applying the closure analysis techniques proposed in this paper, is applied to find the potential high level data races introduced in the first steps.

4.1 Making the Account API Thread Safe

This example, inspired by the example in [4], describes a possible implementation of a bank account API. At any given time, the account state includes how much the customer has in USD and EUR, and a transaction serial number. The API methods are \( \text{getBalanceUSD()} \), \( \text{getBalanceEUR()} \), \( \text{setBalanceUSD()} \), \( \text{setBalanceEUR()} \) and \( \text{transferUSDtoEUR()} \), implemented as depicted in Figure 1.

In the first step of the proposed methodology to make an API implementation thread-safe, a trivial adaptation of the API, is to enforce a single global lock on program statements accessing the shared variables, namely \( \text{balanceUSD} \), \( \text{balanceEUR} \), and \( \text{serialNumber} \), as depicted in Figure 2. In a more complex program this adaptation could be hinted by race detection tools. As we are using fine grained locking on a single lock, no deadlocks are introduced by this transformation. Again, in a more complex program, the detection of deadlocks could be hinted by deadlock detection tools. Hence, after applying the first two steps, the new version of the API is both deadlock and data race free.

Next, in the third step, the closure analysis is used to alert the programmer of existing or possible high level data races. Each API method, \( m_i \), is modeled as a concurrent program \( P_i \). The analysis of the closure of \( P_i \), \( \text{clos}(P_i) \) is used to identify the potential high level data races in the methods.
public class Account {

    protected int balanceUSD;
    protected int balanceEUR;
    protected int serialNumber;

    public Account() {
        this.balanceUSD = 0;
        this.balanceEUR = 0;
        this.serialNumber = 0;
    }

    // operation on USD balance
    public int getBalanceUSD() { return balanceUSD; }
    public int setBalanceUSD(int valUSD) { balanceUSD = valUSD; }

    // operation on EUR balance
    public int getBalanceEUR() { return balanceEUR; }
    public int setBalanceEUR(int valEUR) { balanceEUR = valEUR; }

    // transfer USD to EUR
    public void transferUSDtoEUR(int valUSD) {
        // withdraw the money
        int tmp = getBalanceUSD();
        setBalanceUSD(tmp);
        // convert currency
        int valEUR = cambioUSDtoEUR(valUSD);
        // deposit in the new currency
        tmp = getBalanceEUR();
        tmp = tmp + valEUR;
        setBalanceEUR(valEUR);
        // until now we executed 4 sub-transactions
        // transferUSDtoEUR() is only one transaction
        // so we need to subtract 3 from serialNumber
        serialNumber = serialNumber - 3;
    }
}

Figure 1: The unprotected implementation of the Account API

public class Account {

    // No need to protect the constructor
    public Account() { ... }

    public int getBalanceUSD() {
        synchronize (this) {
            serialNumber++;
            return balanceUSD;
        }
    }

    public void setBalanceUSD(int valUSD) {
        synchronize (this) {
            serialNumber++;
            balanceUSD = valUSD;
        }
    }

    public int getBalanceEUR() {
        synchronize (this) {
            serialNumber++;
            return balanceEUR;
        }
    }

    public void setBalanceEUR(int valEUR) {
        synchronize (this) {
            serialNumber++;
            balanceEUR = valEUR;
        }
    }

    public void transferUSDtoEUR(int valUSD) {
        synchronize (this) {
            serialNumber++;
            balanceUSD = valUSD;
        }
    }

    // "transferUSDtoEUR" calls getBalance*( )
    // and setBalance*( ), and both are already
    // protected, so no need to protect again.
    // However, we need to protect serialNumber

    public void transferUSDtoEUR(int valUSD) {
        // until now we executed 4 sub-transactions
        // transferUSDtoEUR() is only one transaction
        // so we need to subtract 3 from serialNumber
        synchronize (this) {
            serialNumber = serialNumber - 3;
        }
    }
}

Figure 2: The fine grain locking-based protected implementation of the AccountTest API
As the intersection of these views is not empty, the closure of a single maximal path that includes two views has a third view resulting from the access to races. Each program \( P_k (1 \leq k \leq 4) \) either reads or writes one of the balance fields (for USD and EUR currency), and updates the transaction serial number. Hence, each contains a single view with its corresponding balance field and serial number. \( P_5 \) has a third view resulting from the access to serialNumber in an atomic region.

Each program \( P_k (1 \leq k \leq 4) \) has a single maximal path that includes their corresponding unique view. \( P_k \) also has a single maximal path that include two views \( \{ V_2^5, V_2^3, V_2^5 \} \). As the intersection of these views is not empty, the closure of \( P_5 \) will contain an additional thread with a single view \( C_4^5 = V_2^5 \cup C_5^\forall \) that includes all the variables accessed in the maximal path.

We now proceed by detecting the high level data races in each \( clos(P_k) \) (1 \( \leq i \leq 5 \)), separately. As no views were added to \( clos(P_k) \) w.r.t. \( P_k \) (1 \( \leq k \leq 4 \)), we have that \( clos(P_k) = P_k \) contains a single view, hence the parallel execution of the \( m_3 \) methods cannot generate high level data races.

Next, we analyze \( clos(P_5) \) for high level data races. The set of views in \( clos(P_5) \) is \( V_5^\forall = \{ V_1^5, V_2^5, V_3^5, C_5^\forall \} \), where \( C_4^5 \) is a maximal view of one of the threads. Calculating, we get \( I_5^2 = V_2^5 \cap C_5^\forall = \{ \text{balanceUSD, balanceEUR, serialNumber} \} \), \( I_5^2 = V_2^5 \cap C_5^4 = \{ \text{balanceEUR, serialNumber} \} \), and \( I_5^2 = V_2^5 \cap C_5^3 = \{ \text{serialNumber} \} \). As \( I_5^2 \subseteq I_5^1 \) and \( I_5^2 \subseteq I_5^3 \), we know \( I_5^2 \) will not be part of a high level data race. However, as neither \( I_5^2 \nsubseteq I_5^1 \) nor \( I_5^2 \nsubseteq I_5^3 \), we may still conclude that the execution of method \( \text{transferUSDtoEUR()} \) in a multithreaded environment is not thread-safe and may lead to high level data races.

The programmer may fix this anomaly by having two versions of each get and set balance methods, one that acquires the lock and another that doesn’t. The transfer method can then use the versions of methods that do not acquire the lock and introduce a lock that covers the entire scope of the transfer operation.

5. RELATED WORK

To our best knowledge, this work is the first to address specifically the detection of high-level data races in sequential libraries transformed to be used in a multithreading setup. However, several past works addressed the detection of high-level data races in concurrent programs.

There are many previous works addressing the problem of detection of atomicity violations, using static or dynamic program analysis technique [2, 3, 4, 6]. Some even propose strategies to mask or even eliminate the detected atomicity violations, but this objective is out of the scope of this paper. In this section we will only address some works that are closely related to our approach.

Artho et al. [1] introduces the concepts of view of an atomic block, that is a set containing all the shared variables accessed within that block, the maximal view of a thread, which are those views that are not a subset of any other view of that thread, and the concept of view consistency, which when violated indicates a potential high-level data races. Our work builds on these concepts, but introduces some additional concepts, like the dependency relation between views and the closure of programs, and addresses the specific problem of high-level data races in APIs that are to become thread-safe.

Shacham et al. [5] propose a methodology for testing atomicity of composed concurrent operations. They propose a technique that is based on modular testing of client code in the presence of an adversarial environment, and use commutativity specifications to reduce the number of executions explored to detect a bug. Our approach is able to analyse a program module without the client code, and reduces drastically the space of states to be checked by applying the new concept of program closure and analysing each method of the API separately.

6. CONCLUSIONS

This paper addresses the problem of making an API implementation thread safe. Data races and deadlocks can be handled using standard tools, and in this paper we tackle the problem of analyzing and avoiding potential high level data races. We propose the new concept of program closure, \( clos(P) \), and demonstrate that it is sufficient to separately analyse the closure of each API method in order to identify the high level data races of the API implementation. Using this approach, we avoid the analysis of the very large space of combinations of API methods. Following this suggested methodology, the high level data race analysis has to be applied to \( n \) concurrent programs, \( clos(P) \). On the other hand, if the high level data race would have been applied to the API as a whole, it would have been applied to \( n \) choose 2 pairs of API methods occurring concurrently. The approach is further elucidated with a simple use case.

Several simplifying assumptions were made, which can be mitigated or even eliminated. The closure analysis requires the identification of the set of concurrent threads (Introduction assumption v), the set of shared variables that are accessed in atomic regions (Introduction assumption ii), the order by which the atomic regions are executed within a thread (Introduction assumption iii), and the variables in each view (Introduction assumption iv). All this knowledge can be approximated using static analysis. Alternatively, the concurrent program execution can be monitored to identify the threads of a given run, and the shared variables that were used under the scope of locks. This is the approach taken in [1]. If the runtime approach is taken, then a test suite may be developed for the API and the high level data races analysis is applied to each test in the test suite.

The limitation of using a single lock (Introduction assumption i) is a technical limitation aimed at simplification of the presentation. It can be removed by analyzing the dependencies as discussed in the paper for each of the program’s locks.

We have developed a static analysis tool that implements the closure concept, assuming a pre-determined number of threads in the concurrent program and a single thread per API method. There is ongoing work to enhance this implementation and test it against larger real life programs.

The closure operation has merit in itself. It is probably useful for program maintenance in general, as it identifies potential high level data races that may be introduced in future releases of a concurrent program, pointing out to the deve-
Table 1: The Views for the Account example.

<table>
<thead>
<tr>
<th>Program</th>
<th>Method</th>
<th>Views</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>getBalanceUSD()</td>
<td>$V^1_1 = {\text{balanceUSD, serialNumber}}$</td>
</tr>
<tr>
<td>$P_2$</td>
<td>setBalanceUSD()</td>
<td>$V^2_1 = {\text{balanceUSD, serialNumber}}$</td>
</tr>
<tr>
<td>$P_3$</td>
<td>getBalanceEUR()</td>
<td>$V^3_1 = {\text{balanceEUR, serialNumber}}$</td>
</tr>
<tr>
<td>$P_4$</td>
<td>setBalanceEUR()</td>
<td>$V^4_1 = {\text{balanceEUR, serialNumber}}$</td>
</tr>
<tr>
<td>$P_5$</td>
<td>transferUSDtoEUR()</td>
<td>$V^5_1 = {\text{balanceUSD, serialNumber}}$, $V^5_2 = {\text{balanceEUR, serialNumber}}$, $V^5_3 = {\text{serialNumber}}$</td>
</tr>
<tr>
<td>clos($P_5$)</td>
<td>transferUSDtoEUR()</td>
<td>$C^5_4 = {\text{balanceUSD, balanceEUR, serialNumber}}$</td>
</tr>
</tbody>
</table>

oper that they may revise their code before deploying a new version. Further work is needed to determine the effectiveness of the approach in this general program maintenance setting. This approach of relating the closure operation to program maintenance operations can take interesting developments. Can a programmer get online indications that her latest changes in a program module did not introduce any high-level data races, but it introduced the potential for high-level data races if the module API is used in accordance to a specific criteria? The program closure might be able to support such an IDE (Integrated Development Environment) feature.

The dependency graph, $D_i$, can be defined in other ways. Instead of the intersection between two views, one might think of other criteria, e.g., a data dependency between the two views through an auxiliary variable. A unifying theory of high level data races that captures the different possible dependencies and high lights the trade-off between them is called for.
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