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Abstract

Direct Multisearch (DMS) is a well-established class of methods for multiobjective
derivative-free optimization, where constraints are addressed by an extreme barrier ap-
proach, only evaluating feasible points. In this work, we propose the replacement of
this extreme barrier approach by a filter strategy, combined with an inexact feasibility
restoration step, to address constraints in the DMS framework. The filter approach
treats feasibility as an additional component of the objective function, that needs to
be minimized. The inexact restoration step attempts to generate new feasible points,
contributing to prioritize this feasibility, a requirement for the good performance of any
filter approach. Theoretical results are provided, analyzing the different types of se-
quences of points generated by the new algorithm, and numerical experiments on a set
of nonlinearly constrained biobjective problems are reported, stating the good algorith-
mic performance of the proposed approach.
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1 Introduction

Multiobjective optimization is a challenging scientific domain, not only from a theoretical point
of view but also due to its extensive range of applications [16, 32, 42, 48]. The presence of
several conflicting objectives, that need to be simultaneously optimized, changes the classical
concept of problem solution, which is no longer a single point. The goal is to identify a set of
nondominated points, meaning that for each of these points it is impossible to improve one
component of the objective function, without deteriorating another.

The image, by the objective function, of this set of nondominated points is denominated
as Pareto front and constitutes the solution of the multiobjective optimization problem. It
can be supported by a convex, a nonconvex, a connected, or a disconnected function, making
its computation difficult [41, 47]. This task is even more complicated if derivatives are not
available [4, 20]. In this case, the problem to be solved will be a multiobjective derivative-free
optimization problem.

Derivatives are an important tool in nonlinear optimization [43] since they can guide
the search by identifying directions of potential descent for the functions. However, several
reasons could explain their absence. For instance, the problem by itself could be nonsmooth
or, being smooth, function evaluation could be computationally expensive, preventing the use
of numerical techniques to estimate derivatives. Derivative-free optimization problems are
often associated to black-box functions, in the context of simulation-based optimization [4,
20].

Multiobjective derivative-free optimization problems are commonly addressed with heuris-
tics, like is the case of evolutionary or genetic algorithms [14]. Although, if the cost associated
with computing a function value is high, these methods are not an appropriate choice, often
requiring a large number of function evaluations. Additionally, theoretical analysis supporting
the numerical performance observed for these heuristics, in general, is not yet available. In the
last decade, classes of derivative-free optimization methods have been developed and analyzed
for multiobjective optimization. In fact, in a recent survey [37], multiobjective derivative-free
optimization was considered as “an especially open avenue of future research”.

According to [20], in single-objective derivative-free optimization, three main classes of
methods can be identified, for which generalizations to multiobjective optimization, that com-
pute approximations to the complete Pareto front, have been proposed. The first, directional
direct search, was generalized to multiobjective optimization with Direct Multisearch [22].
This algorithmic class showed to be competitive both in academic problems and in real appli-
cations, even when compared with derivative-based multiobjective optimization algorithms [2].
BiMADS [9], MultiMADS [8], and DMulti-MADS [11] are other examples of algorithms of di-
rectional direct search type.

The second class comprises trust-region methods based on quadratic polynomial interpo-
lation models [24, 44]. These algorithms take advantage of the Taylor-like bounds that can
be established for the errors between these models and the components of the objective func-
tion, proceeding by minimizing each model by itself or using a scalarization approach [27] to
aggregate models in a single-objective function to be minimized.

The final class is a generalization of implicit filtering [35] for bound constrained multiobjec-
tive derivative-free optimization [19]. At each iteration of the proposed algorithm, a simplex



Jacobian is defined and used to compute an approximation to the multiobjective steepest
descent direction, which is then explored in a line-search.

For any of the three above mentioned algorithmic classes, convergence is analyzed, and
numerical results support the ability to compute good approximations to the complete Pareto
front of a given problem. Although, constraints have not been fully addressed.

From the numerical point of view, the works [8, 9, 19, 22, 24, 44] only report results
on bound-constrained multiobjective derivative-free optimization problems. Direct Multi-
search [22] and MultiMADS [8] are developed for general constraints. However, an extreme
barrier approach is adopted, only evaluating feasible points. To our knowledge, DFMO [38]
is the first algorithm that explicitly addresses general constraints, using an exact penalty
approach.

In [12], two new constraint-handling strategies are proposed for DMulti-MADS [11]. The
constraints are aggregated into a single constraint violation function which is used either in
a two-phases approach (DMulti-MADS-TEB) or in a progressive barrier approach (DMulti-
MADS-PB). In DMulti-MADS-TEB, the constraint violation function is minimized with the
MADS [6] algorithm, in a single-objective setting, until a feasible point is found. After, the
algorithm proceeds as in DMultiMads [11], making use of an extreme barrier function, only
evaluating feasible points. The second approach (DMulti-MADS-PB) generalizes progressive
barrier [7] to multiobjective optimization. The constraint violation function is considered
as an additional objective to be minimized, being rejected any trial point with constraint
violation function value above a given threshold. This threshold is progressively decreased
along the iterations. Each iteration explores two poll centers, corresponding to feasible and
infeasible points, respectively. Progressive barrier [7] can be regarded as an evolution of filter
methods [5], initially proposed by Fletcher and Leyffer [30] for single-objective derivative-
based optimization, as an alternative to address general constraints. The work [31] provides
a survey on filter methods.

In this work, we propose the integration of a filter approach in DMS, to address multiob-
jective derivative-free optimization problems with general constraints. Similarly to [12], the
violations of the constraints are aggregated in an extra objective function component to be
minimized. However, differently from [12], a proper criterion is defined to decide when to ex-
plore feasible or infeasible points at a given iteration (but never both) and the maximum value
allowed for constraint violation is never updated. Instead, when the point to be explored at a
given iteration is infeasible, the algorithm makes use of an inexact feasibility restoration step.
The motivation behind it is that one should not evaluate the possibly expensive objective
function, without first trying to restore (or at least improve) feasibility. Inexact restoration
methods are well suited for this purpose and were already explored in several works in single-
objective derivative-free optimization (see [3, 13, 17, 26, 29, 40]). For a survey on general
inexact restoration feasibility approaches, see [39].

The paper is organized as follows. Section 2 describes the proposed algorithmic structure.
The theoretical properties of the sequences of points generated by the algorithm are established
in Section 3. Section 4 provides some details respecting the numerical implementation used
to compute the results reported in Section 5. The paper ends in Section 6 with some final
remarks.



2 An inexact restoration DMS filter algorithm

Let us consider the multiobjective optimization problem with general constraints (linear and
nonlinear), defined by:

min F(z) = (fi@),., fm(@))" 0
s.t. C(x) <0,
where F' : X CR" — {RU {+00}}", with m € NNm > 2, C: X CR" - {RU {+o0}}?,
p € N, and X C R" denotes the set of unrelaxable constraints [20]. Therefore, the feasible
region, T, of the multiobjective problem, assumed to be nonempty, is given by T = XN # (),
where Q = {x € R" | C(z) < 0}.
In multiobjective optimization, the concept of Pareto dominance is essential for point
comparison. To describe it, we will make use of the strict partial order induced by the cone
R = {z € R™ | z > 0}, defined as:

Fx) <p F(y) & F(y) — F(z) € RT\{0}. (2)

Given two points z,y in T, we say that x < y, i.e., x dominates y, when F(x) <p F(y).
We are now in conditions of characterizing efficient points of Problem (1).

Definition 2.1. A point & € Y is said to be a global efficient point of Problem (1) if there is
noy € Y such that y <p . If there exists a neighborhood N(Z) of T such that the previous
property holds in Y N N (&), then T is called a local efficient point of Problem (1).

The image of the set of global efficient points for Problem (1) constitutes the solution of
the multiobjective optimization problem and is denoted by Pareto front.

In applications, unrelaxable constraints are often associated to physical conditions that
can not be violated (otherwise, it will be impossible to evaluate the objective function). Thus,
our approach will address them with an extreme barrier function, only evaluating points that
satisfy these constraints. In the problem definition, function F' will be replaced by Fly, defined
as:

F(z) ,ifre X
(+00,+00,...,+00)" | otherwise.

Fx(a) = { 3)

Although, points do not always need to remain feasible regarding the relaxable constraints,
defined by function C(-). We intend to minimize this violation and a maximum threshold,
huax > 0, will be allowed for it. For that, following the approach of [5], proposed for single-
objective optimization, we will consider an additional nonnegative objective function compo-
nent, h, corresponding to an aggregated violation of the relaxable constraints. Function h
should satisfy h(x) = 0 if and only if z € Q. A possibility for its definition could be:

h(z) = [C(2) ", (4)
where || - || is a vector norm, > 0, and C(z), is the vector of p constraint values, defined for
1=1,...,p by

. | oalz) , ife(x) >0
i)y = { 0 , otherwise (5)



As an example, considering the /o>-norm and r = 2, we have:
p
hz) = [|C(x) 4[5 =Y max{0, ¢;(x)}*.
i=1

An approximation to the solution of Problem (1) will be computed by solving

min F (), (6)
where F(z) = (fi(z),..., fm(z),h(x))T and X = {x € X | h(2) < hyax}.

The algorithm proposed to address Problem (6) is developed under the DMS framework.
Thus, a list of feasible nondominated points, regarding the unrelaxable constraints, and corre-
sponding step sizes is kept and updated by the algorithm during the optimization process. In a
simplified way, each iteration tries to improve this list of points, by adding new nondominated
points to it and removing dominated ones. The procedure follows Algorithm 2.2 in [22]. At
the end of the optimization process, the points in the list that satisfy h(z) = 0 constitute the
approximation to the Pareto front of the original problem.

Each iteration starts with the selection of an iterate point (and corresponding step size)
from the list. This iterate point is always feasible regarding the constraints defining the set
X, but can be infeasible with respect to the constraints defining the set €2. In Section 4, we
will propose practical rules for the selection of iterate points. After this selection, following
the classical structure of a directional direct search method, a search step and possibly a poll
step are performed.

The search step is optional, not required for establishing convergence, allowing the defini-
tion of many strategies, with the main purpose of improving the algorithmic performance. The
minimization of quadratic polynomial models has already been proposed in the DMS frame-
work [15]. It is the poll step that is responsible for the theoretical properties of the algorithm,
so we will focus on it. At this step, a local search is performed around the current iterate, by
exploring directions belonging to a positive spanning set, scaled by the step size. Details on
the properties that this set of directions needs to satisfy will be provided in Section 3.

Due to the presence of relaxable constraints, the iterate point could be infeasible regarding
the set € (and the original problem). In this situation, considering the expensive nature of the
objective function, it would be wiser to try to restore feasibility, before initiating the polling
procedure. For that, the following inexact feasibility restoration problem will be solved:

n Ll — a?
min -— — T
yeX 2 y k

s.t. h(y) < E(aw)h(x),

where x; and oy denote the current iterate and the associated step size, respectively. Function
€:(0,400) — (0,1) is continuous and satisfies £(t) — 0 when ¢ | 0. Since the feasible region
T is nonempty, assuming, for example, X as a compact set, this problem is well-defined.
Solving the inexact restoration problem, before polling being attempted, is an explicit way of
prioritizing feasibility. The definition of the £(-) function ensures that if the step size goes to



zero, in general meaning that a limit point is being attained, then feasibility regarding € is
also being restored.

The list of points is a dynamic set, that will allow to classify iterations as being successful
or unsuccessful. Similarly to the original implementation of DMS [22], an iteration is said to
be successful if the iterate list changes, meaning that at least one new feasible nondominated
point was added to it. Here feasibility respects only to the set X, of unrelaxable constraints,
and dominance to function F. Unsuccessful iterations keep the list unchanged. Differently
from [12], comparisons are made for all the points in the list, regardless of the associated
feasibility.

The rule for updating the step size parameter follows what is classical in directional direct
search. Therefore, for successful iterations, the step size parameter is either increased or kept
constant, i.e., Qg pew € [, Yo for v > 1, for all the feasible nondominated points added and
for the poll center, if it remains in the list. At unsuccessful iterations, the step size of the poll
center is decreased, i.e., Qg ey € [S10k, focy] for 0 < 1 < By < 1.

Algorithm 1 details the DMS-FILTER-IR multiobjective derivative-free constrained opti-
mization method.

3 Convergence analysis

Following the reasoning of [5, 22], this section analyzes the properties of the different sequences
of points generated by DMS-FILTER-IR.

3.1 Globalization strategies

In classical directional direct search, the first step in the convergence analysis is globalization,
i.e., to ensure the existence of a subsequence of step size parameters that converges to zero.
Two different strategies can be adopted. The first, analyzed next, requires that all points
generated by the algorithm lie in an implicit mesh, corresponding to an integer lattice.

For establishing the result, we will need the following assumption.

Assumption 3.1. The set S := L {z € X | h(z) < hnax A fi(z) < f(w0)} is a nonempty
compact set.

In [22], when DMS was originally proposed, the directions to be used by the algorithm at
each iteration belonged to a positive spanning set Dy, selected from D, whose directions are
built as nonnegative integer combinations of the columns of a set D. The following assumption
formalizes the conditions imposed on the set D, in order to satisfy the integrality requirements.

Assumption 3.2. The set D of positive spanning sets is finite and the elements of D are of

the form Gz;, j =1,...,|D|, where G € R"™" is a nonsingular matriz and each Z; is a vector
m 2",

In the presence of general constraints, and possibly nonsmooth functions, it is required to
consider an infinite set of directions D, which should be dense (after normalization) in the
unit sphere [6]. The set D is used for building the directions in D.
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Algorithm 1 DMS-FILTER-IR method for constrained MOO

Initialization
Choose an initial step size parameter ag > 0,0 < 51 < B3 < 1, and v > 1. Let D be a (possibly
infinite) set of positive spanning sets, with directions d satisfying 0 < dpin, < ||d|| < dmaaz-
Define h(-), the nonnegative violation aggregation function, and hpsx > 0, the maximum
violation allowed for it. Define £(-), to be used in the inexact restoration step. Consider
xo € X such that h(xg) < hpax and set Lo = {(zo; ap)}-

For £ =10,1,2,...

EndFor

1. Selection of an iterate point: Order the list L according to some criteria and select

(xg; o) € Ly as the current iterate and step size parameter.

. Search step: Compute a finite set of points {zs}ses (in a mesh if p(-) = 0, see

Section 3). Evaluate Fg at each element of {zs}ses. Use Lggg = {(zs;1),s € S} to
generate Lyyiq, by updating Ly with the new nondominated points in L,4q and removing
the dominated ones. If Ly # Li, then declare the iteration (and the search step)
successful, set Lii1 = Lypiqr, and go to Step 5.

. Inexact Restoration step: If h(zj) > 0 then define and solve the inexact restoration

problem y* € argmin, ¢ x Hly — 2k ||? subject to h(y) < &(ox)h(zy) (in a mesh if p(-) = 0,
see Section 3). Evaluate Fy at y*, define Logq = {(y*;0x)} to generate Lipiq1, by
updating L; with the new nondominated point in L,4y and removing the dominated
ones. If Lya # Li, then declare the iteration (and the inexact restoration step) as
successful, set Lii1 = Lypiqr, and go to Step 5.

. Poll step: Choose a positive spanning set Dy from the set D. Evaluate Fg at

P, = {xp + axd | d € Dy}, define Lygq = {(xp + ard;a),d € Dy} to generate
Liriar, by updating Lj; with the new nondominated points in L,q; and removing the
dominated ones. If Ly.;q # Ly, then declare the iteration (and the poll step) as successful
and set Lpy1 = L. Otherwise, declare the iteration as unsuccessful and set Ly1 = L.

. Step size parameter update: If the iteration was successful, then maintain or increase

the corresponding step size parameter, by considering oy new € [k, Y] Replace all the
new points (zx + ogd; ) in Lii1 by (2 + opd; ok new), When success is coming from
the poll step, or (y*; o) in Li41 by (y*; @k new), When success is coming from the inexact
restoration step, or (zs; o) in Liy1 by (2s; 0tk new), When success is coming from the search
step. Replace also (z4; o), if in Lyi1, by (2k; 0k new). Otherwise, decrease the step size
parameter, by choosing oy new € [B10, S20v], and replace the poll pair (x; o) in Liiq
by (xk; CVk,new)-




Assumption 3.3. Let D represent a positive spanning set satisfying Assumption 3.2, with
elements dy, € Dy, € D obtained as nonnegative integer combinations of the columns of D.

To comply with the integrality requirements, additional conditions need to be imposed in
the update of the step size parameter.

Assumption 3.4. Let 7 > 1 be a rational number and m™* > 0 and m™* < —1 integers. If
the iteration is successful, then the step size parameter is maintained or increased by consid-
ering Ol ney = Tm+04k with m* € {0,...,m"*}. If the iteration is unsuccessful, then the step
size parameter is decreased by setting O pey = T™ ., with m~ € {m™* ... —1}.

The update rule of Algorithm 1 complies with the one of Assumption 3.4 by setting ; =
7 By =771 and vy = 7™

In addition, the points generated both at the search and at the inexact restoration steps
need to lie in the implicit mesh considered at each iteration by the algorithm.

Assumption 3.5. At iteration k, the search and the inexact restoration steps in Algorithm 1
only evaluate points in
|D|
M, = U {r+axDz | z € Ny'},

AT DR

where Ng = {0,1,2,...} and Ej represents the set of all points evaluated by the algorithm
previously to iteration k.

The following theorem states that there is at least one subsequence of iterations for which
the step size parameter converges to zero. The proof is omitted since it uses exactly the same
arguments of Theorem A.1 in [22].

Theorem 3.6. Let Assumption 3.1 hold. Under one of the Assumptions 3.2 or 3.3 combined
with Assumptions 3.4 and 3.5, DMS-FILTER-IR generates a sequence of iterates satisfying

lim inf oy, = 0.
k——+o0
Globalization can also be ensured by requiring sufficient decrease to accept new points, by
means of a forcing function. A forcing function p : (0, +00) — (0, +00) is a continuous and
nondecreasing function, that satisfies p(t)/t — 0 when ¢t | 0 (see [36]). Typical examples of
forcing functions are p(t) = n,t**"2, for 7y, 75 > 0. Definition 3.7 traduces the new dominance
relationship considered.

Definition 3.7. Let y belong to X and L be a list of nondominated points in X. We say that
y 18 dominated if: - _
Jr € L: F(x) — pla) < Fly),

where p(-) denotes a forcing function and « the step size associated to the current iteration.

Figure 1 illustrates the situation for the list of infeasible points, L, whose images by
function F correspond to the green dots. D(L) C R™"! represents the image of the set
of points dominated by the points in L (see Equation (2)) and D(L;p(a)) denotes the set
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of points whose distance in the f,, norm to D(L) is no larger than p(a) > 0. Points will
be accepted if their image by F' does not belong to D(L; p(«)), ensuring an increase in the
hypervolume [49] associated to the list of points of at least (p(«))™*! (see Lemma 3.1 in [21]).

Figure 1: Globalization strategy based on a sufficient decrease condition in Algorithm 1.

The assumptions required to ensure globalization under a sufficient decrease approach are
slightly different.

Assumption 3.8. The function F' : R" — R™ is bounded in the set S = |J;_ {zr € X |
W) < hnax A f(2) < f3(20) -

By definition, 0 < h(z) < hgax. Thus, Assumption 3.8 guarantees that the function
F :R" — R™*! defined by F' = (F,h), is also bounded in S.

The following theorem states the convergence to zero of at least one subsequence of step
sizes, when using a globalization strategy based on sufficient decrease.

Theorem 3.9. Consider a globalization strateqy based on imposing a sufficient decrease con-
dition and let Assumption 3.8 hold. Then, DMS-FILTER-IR generates a sequence of iterates
satisfying

liminf o, = 0.

k——+o00

Proof. Let us assume that llim inf a, # 0, meaning that there is o* such that a; > o* for all
—4-00

k. At each unsuccessful iteration k, the corresponding step size parameter is reduced by at
least 5 € (0,1). Thus, the number of successful iterations must be infinite.

Successful iterations increase the hypervolume of the dominated region associated to the
function F' and the list of points in at least (p(ay))™!, where ay represents the step size
associated with the current iteration (see Lemma 3.1 in [21]).



Since p(-) is a nondecreasing function, which satisfies p(¢) > 0 for ¢ > 0, there exists p* > 0
such that p(ayg) > p(a*) = p*. Thus, any successful iteration will increase the hypervolume
of the dominated region associated to the list of points for function F' in at least (p*)™*!,
contradicting Assumption 3.8. O

3.2 Sequences and stationarity

To establish the convergence of direct search methods of directional type, the behavior of the
algorithms needs to be analyzed at limit points of particular sequences of unsuccessful iterates,
denoted by refining subsequences.

Definition 3.10. A subsequence {zy}rex of iterates generated by DMS-FILTER-IR, corre-
sponding to unsuccessful poll steps, is said to be a refining subsequence if {ay rex converges
to zero. A limit point T € R™ of a refining subsequence is said to be a refined point.

Assumption 3.1, Theorems 3.6 or 3.9, and the updating strategy of the step size allow to
establish the existence of at least one convergent refining subsequence (see, e.g., [20, Section
7.3]). As suggested by the numerical experiments reported in Section 5, it is common that the
algorithm will generate several refined points. In [11] the same type of result is established
using the concept of linked sequences.

Refined points, corresponding to limit points of sequences of unsuccessful iterates, will be
the natural candidates to Pareto-Clarke stationarity. For defining it, in a nonsmooth setting,
we will need a generalization of the tangent cone commonly used in nonlinear programming,
namely the Clarke’s tangent cone [18].

Definition 3.11. Let cl(-) denote the closure of a set. A vector d € R™ is said to be a Clarke
tangent vector to the set Y C R™ at the point T € cl(Y) if for every sequence {yx} of elements
of Y that converges to T and for every sequence of positive real numbers {ty} converging to
zero, there exists a sequence of vectors {wy} converging to d such that yy + tywy € Y.

The set of all Clarke tangent vectors to Y at x is called the Clarke tangent cone to Y at
7, and is denoted by T¢'(z). The tangent cone is the closure of another relevant cone for the
following analysis, namely the Clarke’s hypertangent cone [18].

Definition 3.12. A vector d € R" is said to be a Clarke hypertangent vector to the set Y C R”
at the point T € Y if there exists a scalar € > 0 such that y +tw € Y for ally € Y N B(Z;¢),
w € B(d;e), and 0 <t < e.

The set of all hypertangent vectors to Y at 7 is called the hypertangent cone to Y at z and
is denoted by HG!(z). Whenever the interior of TS (Z) is nonempty, HZ (z) = int(T¢!()).

The notion of directional derivative needs also to be generalized to nonsmooth functions,
accounting for the presence of constraints [18, 33].

Definition 3.13. Let g : R® — R be Lipschitz continuous near = € Y. The Clarke-Jahn
generalized derivative of g along d € HZ'(Z) is defined as:

td) —
¢°(Z;d) := limsup g(z +td) g(x)

r—Z,c€Y t
t10,z+tdey
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When HE!(Z) is nonempty, the Clarke-Jahn generalized directional derivatives along di-
rections v in T¢!(Z) can be computed by taking limits of sequences of directions belonging to
the hypertangent cone [6].

Proposition 3.14. Let g : R" — R be Lipschitz continuous near * € Y and assume that
HEY (%) is nonempty. The Clarke-Jahn generalized derivative of g along v € TE'(Z) can be
computed as:
9°(T;0) == lim  ¢°(z;d).
acHG! (2)

We are now in conditions of establishing what would be a first-order stationarity result
for Problem (1). The following definition states essentially that there is no direction in the
tangent cone that is descent for all components of the objective function.

Definition 3.15. Let F' be Lipschitz continuous near a point x € Y. We say that T s
a Pareto-Clarke critical point of F in Y, if for each direction d € TS (%), there evists a
Jj=3j(d) € {1,...,m} such that f{(7;d) > 0.

If the objective function is differentiable, the previous definition can be reformulated using
the columns of the Jacobian matrix.

Definition 3.16. Let F' be strictly differentiable at a point © € Y. We say that T is a
Pareto-Clarke-KKT critical point of F in Y, if for each direction d € TS (z), there exists a
Jj=7j(d) e {1,...,m} such that V f;(z)"d > 0.

Finally, for establishing the desired stationarity results we need the definition of refining
directions associated with refined points.

Definition 3.17. Let & be the limit point of a convergent refining subsequence {xy}rer. If the

limit lim ——
keK’ ||dkH
large k € K', then this limit is said to be a refining direction for .

exists, where K' C K and dj, € Dy, and if x4+ audy, is feasible, for sufficiently

The convergence analysis will initiate with the study of the behavior of the algorithm along
refined directions, belonging to the hypertangent cone, both computed at a refined point.

3.3 DMS-FILTER-IR convergence results

In this section, we present the main convergence results of DMS-FILTER-IR. The analysis
is based on the property established by Proposition 3.18, valid for any of the two global-
ization strategies considered. Function p(-) corresponds to the forcing function p(-), when
globalization is based on a sufficient decrease condition, or is defined as the null function
(p(+) = 0), when globalization results from the use of integer lattices. For simplicity when
stating the results, we also define f,,.1 as being equal to h, the aggregated violation of the
relaxed constraints.

11



Proposition 3.18. Let x € L and y € X be a dominated point at an iteration associated with
the step size . Then:

Jje{l,....m+1}: fi(y) > fi(z) — pla).

Proof. Point y is dominated, meaning that there is z € L such that
F(z) = pla) < F(y),

and, if p(-) = 0, F(z) # F(y).
Suppose F(x) — p(a)) > F(y). Then,

F(z) > F(x) - pla) > F(2) - pla).

Moreover, if p(-) = 0 then F(z) # F(z). Thus, z would be dominated by z, which is not
possible, since both x and z belong to the list of nondominated points L. O

As the step size approaches zero, the poll step will allow to recover the local sensitivities of
the objective function. Together with some proper smoothness assumptions, we can establish
that there is no locally improving direction, for the adequate problem. The proof follows
directly from Theorem 4.8 in [22]. For completeness, we reproduce it in Theorem 3.19, with
the due adaptations.

Theorem 3.19. Consider {xy}rek, “a refining subsequence generated by DMS-FILTER-IR,
converging to the refined point T € X. Assume that F is Lipschitz continuous near T. Let
d € H{{(x) be a refining direction for Z, associated with the refining subsequence {xy}rex .
Then,

Jje{l,...,m+1}: f(z;d) > 0.
Proof. Since {xp}rex is a refining subsequence converging to z, we have limgex 2, = T,
limpcx o, = 0 and k € K is the index of an unsuccessful iteration.

Consider K’ C K such that limyex HZ’;H = d € H{(z), with di a poll direction used at

iteration k. Let j € {1,...,m + 1}. Then,

filz +td) — fi() fi(zr + axlldilld) — fi(zx)

°(z;d) = limsu > limsu =
fi(@:d) = limsup : e ]
t10,x+tde X
— lim sup (fj(l"k + agdy) — fi(wr) + plag) n fi(@r + aglldrl|d) — fi(2p + ardy) - plow) ) >
kek' v || i ovg || i || dis |
> lim sup fi(we + ondy) — f(xn) + ﬁ(ak)ﬂim nf (fj(xk + aglldilld) — filz, + andy)  plaw) )
ke’ o] d. | K’ v || au|di |

Since each dy, is lower bounded by d,,;, > 0, the definition of p(-) and the properties of the
plou)

forcing function, allow to establish limy¢ g EAE A 0.

12



Moreover, the Lipschitz continuity of F' ensures that

filwr + oulldilld) — f(x + andy) <r Hd _dy I |
OékHdkH ||dk||
where L represents the maximum of the Lipschitz constants associated to each one of the
objective function components. Thus, the fact that limye g ”Z—i” = d ensures that
i 130+ awlldilld) — fi(on + ondi) _ o

keK’ Oék”dk”

We then have,

B . fi(ze + awdy) — fi(xr) + plow)
o(xz:d) >1 .
i (s d) 2 lim sup anlldel

Now, k € K’ is an unsuccessful iteration and x, € L. By Proposition 3.18,

Jj(k) € {1,....m+ 1} fio (e + andy) > fia(@r) — pla). (7)
Since the number of components of the objective function is finite, by passing to a subsequence
K" C K’ that always uses the same component of ' we have the desired result. ]

Following the classical assumptions of directional direct search [4, 20], the convergence to
Pareto-Clarke or Pareto-Clarke-KKT critical points can be proven by imposing asymptotic
density in the unit sphere of the set of refining directions associated with Z. From a numerical
point of view, it can be achieved through random generation in the unit sphere [46], or
resorting to more sophisticated strategies, like is the case of LTMADS [6] or ORTHOMADS [1]
implementations.

Theorem 3.20. Consider {xy}rex, a refining subsequence generated by DMS-FILTER-IR,
converging to the refined point T € X. Assume that H)Q(l(a’:) £ () and that F is Lipschitz
continuous near T. If the set of refining directions for T is dense in Tgl(:ﬁ), then T is a
Pareto-Clarke critical point for Problem (6). If, in addition, F is strictly differentiable at Z,

then this point is a Pareto-Clarke-KKT critical point for Problem (6).

Proof. The proof follows from Theorem 3.19, using similar arguments to the ones of Theorem
4.9 in [22]. 0

The previous theorem states that DMS-FILTER-IR generates a Pareto-Clarke critical point
for Problem (6). However, if Z is a local efficient point of Problem (6) and h(Z) = 0, then
is a local efficient point for Problem (1).

Thus, a question that arises is if the algorithm is indeed able to generate feasible points,
when initialized from infeasible ones. The next theorem attempts to establish some conditions
that provide an answer to this question.

Theorem 3.21. Let Assumption 3.1 hold. Assume that h is a continuous function and con-
sider {xy}rer, an infeasible refining subsequence, such that for each k € K, xy is used at a
successful inexact restoration step in DMS-FILTER-IR. Then, the algorithm generates a limit
pointy €Y.

13



Proof. For each k € K, x; was used at a successful inexact restoration step. Thus, there is
yr € X such that y; is nondominated and 0 < h(y;) < &(ag)h(xk) < Agax.

Since {x}rex is a refining subsequence, limge ap, = 0. Considering the properties of
€(-) and the boundedness of h, we can conclude limgex h(y;) = 0. Assumption 3.1 allows
to consider K’ C K such that limgex y; = ¥ and the continuity of h establishes h(y) = 0,
meaning that y € 7. O

The following result links sequences of points generated by DMS-FILTER-IR to Prob-
lem (1). For establishing it, we will assume that globalization is based on the use of integer
lattices.

Corollary 3.22. Consider {xy}rex a feasible refining subsequence, converging to the refined
point * € T, generated by algorithm DMS-FILTER-IR, when using a globalization strateqy
based on integer lattices. Assume that F is Lipschitz continuous near z. Let d € HEY(Z) be a
refining direction for T, associated with the refining subsequence {xy}rer. Then,

Jje{l,....,m}: f{(x;d) > 0.

Proof. The proof follows directly from the proof of Theorem 3.19, considering d € H{'(Z) and
noting that for k sufficiently large h(xy + agdy) = 0 = h(zy). Thus, inequality (7) needs to
hold for j € {1,...,m}. O

In this situation, = is a Pareto- Clarke critical point for Problem (1).

Corollary 3.23. Consider {zy}rex a feasible refining subsequence, converging to the refined
point T € T, generated by algorithm DMS-FILTER-IR, when using a globalization strategy
based on integer lattices. Assume that HE'(Z) # 0 and that F is Lipschitz continuous near
z. If the set of refining directions for T is dense in TS (%), then Z is a Pareto-Clarke critical
point for Problem (1). If, in addition, F is strictly differentiable at T, then this point is a
Pareto-Clarke-KKT critical point for Problem (1).

Proof. The proof is a direct consequence of Corollary 3.22, using similar arguments to the
ones of Theorem 4.9 in [22]. O

By using a filter-based approach, we have overcome the difficulty of applying directional di-
rect search to multiobjective constrained optimization problems, when a feasible initialization
is not available (regarding the relaxable constraints). The incorporation of a inexact restora-
tion step potentiates feasibility. The next section will illustrate the numerical competitiveness
of the proposed approach.

4 Implementation Details

Differently from DMulti-MADS-PB [12], DMS-FILTER-IR selects a single point at each it-
eration, to be explored at the search and, possibly, at the inexact restoration and/or pool
steps. The decision on using a feasible or infeasible iterate point always attempts to promote
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feasibility, regarding the relaxable constraints (unrelaxable constraints are always satisfied by
the points in the list, from where the iterate point will be selected).

The algorithm switches to an infeasible iterate point if the current feasible iterate point
only generates infeasible points. At the next iteration, the iterate point will be selected from
the nondominated points in the list that do not satisfy the relaxable constraints. Once that
an infeasible iterate point generates at least one feasible point, a feasible point will be selected
as iterate point for the next iteration.

Suppose that we are at one iteration where the iterate point should be feasible. For
selecting it from all the feasible points in the iterate list, we use the concept of the most
isolated point. For each component of the objective function ¢ = 1,...,m, the feasible points
in Lj are selected and ordered by increasing function value:

fila!) < fia®) <. < fi(a™),

where mp denotes the total number of feasible points in Ly.

Then, for each component of the objective function f;, ¢ = 1,...,m, and for each feasible
point 27 in Ly, with j = 1,...,mp, the following indicator is computed:
fi (%) = fi(2h) it =1

(Si (SL’J) = fl (me> - fl (lm‘lF_l) ) 1f.] = mr
fi (@) — fi (2771
2

The most isolated point corresponds to the maximum value of ~;, that is,

, otherwise.

Ty € argmax vy,
j:17"'amF

where

5= = D), ®)

When the iterate point should be infeasible, two different criteria are used for its selection,
depending on having at least one feasible point in the list or not. In the latter situation,
the point selected corresponds to the most promising infeasible point is the list, in terms of
restoring the feasibility. Thus, the point with the smallest value for the aggregated constraint
violation function A will be chosen.

Now, suppose that there is at least one feasible point in the list. The fact that the
iterate point should be infeasible means that at the last iteration a feasible iterate point only
generated infeasible ones. Thus, we want to try to restore feasibility close to the region that
was being explored. A closed ball centered on the feasible iterate point, of radius equal to
N o MaXgep, . ||d||, with n > %, is considered and the infeasible point in the list, belonging
to this ball, with the lowest value for the aggregated constraint violation function h will be
selected as iterate point.

DMS-FILTER-IR was implemented in Matlab, keeping the default settings of DMS. Thus,
the step size was initialized as 1, kept constant at successful iterations (y = 1), and halved at
unsuccessful ones (f; = f = 0.5). No search step was implemented.
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The aggregated violation function was defined as:

h(z) = ||C(x)+lz = ZmaX{O, ci(@)}*.

Regarding the maximum violation allowed, hy.y, it depends on the initialization. If there are
any infeasible points in the list, hg., Will be set equal to the largest of the existing values of
h. Otherwise, it will be set equal to the maximum between 10 and half of the number of the
relaxable constraints.

Many options can be considered for defining a function complying with the requirements
of £(+), to be used in the inexact restoration step. In the numerical implementation, we used
the function £(a) = (§)?. Note that this function is continuous, {(o) — 0 when « | 0
and, considering the initialization and the strategy to update the step size, 0 < &(a) < 1.
The inexact restoration problems were solved with the Matlab function fmincon.m. Through
the numerical section, for any solver, feasibility is assumed to be achieved when there is an
aggregated violation of the relaxable constraints less than 107°.

If the poll step is performed, a complete polling approach is adopted, evaluating all the
points corresponding to directions in the positive spanning set.

5 Numerical Experiments

This section is devoted to the numerical experiments performed with DMS-FILTER-IR, illus-
trating its numerical behavior by comparison with the original DMS algorithm, when solving
constrained problems, or with other state-of-art solvers. A first subsection will describe the
metrics used in the performance assessment, followed by a new subsection detailing the prob-
lem collection. The last two subsections illustrate the numerical behavior of the proposed
algorithm. All tests were performed in a laptop with a 11th Gen Intel®) Core(TM) i7-1165G7
processor, at 2.80GHz, with 16GB of RAM memory, using Windows 11 with 64 bits.

5.1 Performance Assessment

In order to evaluate the numerical performance of the algorithm, we resource to performance
profiles, a tool introduced by Dolan and Moré [25] for single objective nonlinear optimization.
This tool allows to concurrently assess the numerical performance of multiple solvers, for
different metrics. The performance of a solver s, belonging to a set of solvers .S, on a particular
set of problems P is represented by the cumulative function:

1 .
ps(T) = W Hpe P|t,s <7tmin{t,s:s € S}t},

where 7 > 1 and ¢, , represents the value of the selected metric, obtained by solver s € S
on problem p € P. It is assumed that lower values of ¢, ; correspond to better values for the
metric.
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Higher values of ps(7) represent a better numerical performance for solver s. Specifically,
the solver with the highest ps(1) value is considered the most efficient and the solver with the
greatest ps(7) value for large values of 7 is regarded as the most robust.

As metrics, purity [10], hypervolume [49], and the spread metrics I' and A [22] were
selected. The percentage of nondominated points generated by a given solver is measured by
purity:

[Fp.s N |

!F S
where F), ; represents the approximation to the Pareto front of problem p computed by solver
s and F}, is a reference Pareto front for problem p, computed by considering the union of the
Pareto approximations corresponding to all solvers, UscgF) s, and removing from it all the
dominated points [22].

Hypervolume [49], additionally to nondominance, encompasses the notion of spread by
quantifying the volume of the region dominated by the current approximation of the Pareto
front and limited by a reference point U, € R™, dominated by all points belonging to the
different approximations computed for the Pareto front of problem p € P by all solvers
tested. In a formal way:

tps = Pury s =

by =HV,s =Vol{y eR" |y <UyATw € Fpoix <yt =Vol | |J = 0],

$6Fp,5

where Vol(.) denotes the Lebesgue measure of a m-dimensional set of points and [z, U, denotes
the interval box with lower corner x and upper corner U,,.

Since larger values of purity and hypervolume indicate a better performance, the inverse
value of each one of the metrics was used (t,s = 1/t,5), when computing the associated
performance profiles.

Lastly, for a direct evaluation of spread along the Pareto front, we incorporated two supple-
mentary metrics: the I' metric, quantifying the magnitude of the largest gap in the computed
Pareto front approximation, and the A metric, which gauges the evenness of the distribution
of nondominated points within the generated approximation.

Consider that solver s € S computed for problem p € P an approximation to the Pareto
front with points z', 22,..., 2", to which we add the so-called extreme points, 2° and zV*!,
corresponding to the points Wlth the best and worst values for each component of the obj ectlve
function. The metric I' can be computed as:

I = 9
po = mmax (zef&a%%v}{ z})’ (9)

where §;; = f;j(z") — f;(2"), assuming that the objective function values have been sorted
by increasing order for each objective function component j. The metric A [23] is computed
as:

) ) 8:i—0;
A,s = max j0+]N+Z | i , (10)
je{1,...m} 6],0 + 5_],N + (N — 1)(5J
where 5j, for j =1,...,m, represents the average of the distances ¢;;,7=1,...,N — 1.
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5.2 Problem Collection

Liuzzi et al. [38] defined a collection of constrained problems by coupling a subset of the bound
constrained problems provided in Custédio et al. [22] with six families of constraints proposed
in [34]. All the bound problems in [22] with n > 3 variables were selected, resulting in 51
bound constrained problems. A set of 306 constrained problems was generated by adding to
each problem the following six families of nonlinear constraints (the suggested initialization is
denoted by x°):

gjl(x) = (3—2xj)rj —2; —2x50+1, j=1,....p, p=n—2
=1 i=1,...,n

gf(x) = (3—2xj41)Tj41 —T; —2x50+25, j=1,...,p, p=n—2
=2 i=1,...,n

gi(x) = i+l famin—20; -2 +1, j=1,...,p, p=n—1
9 =05 i=1,...,n

g?(x) = x?—i—m?Jrl—i-xjijrl—l, j=1,....,p, p=n-—1
x?: , 1=1,...,n

gf(x) = (3—-05zj41)rj01 —xj—2xj00+1, j=1,...,p, p=n—2,
=2 i=1,....n
n—2

QJG'(x) = ((3=0.50zi41)Tiy1 — 2 — 2w440 + 1), j=p, p=1
i=1
=2 i=1,...,n

In theory, DMS is developed for multiobjective derivative-free optimization, regardless of the
number of components in the objective function. However, the numerical results reported
in [22] respect to biojective and triobjective problems (there is an exception of one prob-
lem with four components in the objective function, from the set of 100 bound constrained
problems considered). In fact, it is common knowledge in the multiobjective optimization com-
munity that addressing problems with more than three components in the objective function
requires special techniques, falling on the specific domain of many-objective optimization [28].
The focus of this work is not many-objective optimization problems. Considering that the
aggregated penalization function will be an additional component of the objective function,
we restricted the set of 306 constrained problems to biobjective ones, in a total of 156. The
problems and their dimensions are given in Table 1.

DMS requires a feasible initialization. However, not all the points 2° provided by Kar-
mitsa [34] satisfy the bounds constraints. Thus, from the 156 biobjective problems considered,
we retained only the 93 for which a feasible initialization was available. The final test set com-
prise 93 nonlinearly constrained biobjective problems, with n € [3,30] and p € [1,29]. We as-
sumed the nonlinear constraints as being relaxable, corresponding the unrelaxable constraints
to bounds.
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Problem n Problem n Problem n

CL1 4 L2ZDT6 10 QV1 10
DPAM1 10 L3ZDT1 30 ZDT1 30
FES1 10 L3ZDT2 30 ZDT2 30

Kursawe 3 L3ZDT3 30 ZDT3 30
L1ZDT4 10 L3ZDT4 30 ZDT4 10
L27ZDT1 30 L3zDTe6 10 ZDT6 10
L27ZDT?2 30 MOP2 4 SK2 4
L27ZDT3 30 MOP4 3 TKLY1 4
L27ZDT4 30 OKA2 3

Table 1: The biobjective test set used in the numerical experiments (n denotes the number
of variables).

5.3 Positive Spanning Sets

The convergence of both DMS and DMS-FILTER-IR is established under the assumption of
asymptotic density of the sets of directions used by the algorithm, during the optimization
process. However, when the budget of function evaluations is limited, which is often the case
when the function is expensive to evaluate, this density is never accomplished. Coordinate
search has the perfect geometry for bound constrained problems. In fact, this was the type
of directions used to obtain the numerical results reported in [22], illustrating the numerical
performance of DMS.

Considering that in DMS-FILTER-IR the nonlinear constraints are addressed by the fil-
ter approach, using the aggregated violation function and reducing the problem to a bound
constrained problem, it would be interesting to compare DMS and DMS-FILTER-IR when
using coordinate search as set of directions or when resorting to an asymptotic dense set of
directions, built using the technique proposed in [1], based on Halton sequences.

DMS addresses constraints with an extreme barrier approach, denoted here by DMS-EB,
only evaluating feasible points and requiring a feasible initialization. Thus, the feasible point
20 given in [34] was used for initialization. DMS-FILTER-IR allows infeasible points, with
respect to the relaxable constraints. Therefore, DMS-FILTER-IR was initialized with n-points
equally spaced in the line segment, joining the variable upper and lower bounds.

Figures 2 and 3 report the results obtained for DMS and DMS-FILTER-IR, respectively.
A maximum budget of 5000 function evaluations was allowed, jointly with a minimum step
size of 1073, for all the points in the list.

With exception to the spread metric I', where the results are very close, for any of the
metrics considered, it is clear the advantage of the use of coordinate directions as positive
spanning set, both for DMS and DMS-FILTER-IR. As already mentioned, this could be the
result of the nice geometry associated to these directions and bound constrained problems.
Thus, in the next section, DMS and DMS-FILTER-IR will consider positive spanning sets
based on coordinate search.
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Figure 2: Performance profiles for DMS, considering different types of positive spanning sets
and a maximum budget of 5000 function evaluations.

5.4 Comparison With Other Solvers

In addition to DMS [22], DFMO [38], and DMultiMADS-PB [12] were also tested as bench-
mark solvers to evaluate the performance of DMS-FILTER-IR. The DMS solver is imple-
mented in Matlab and is freely available at http://www.mat.uc.pt/dms. DFMO is coded in
Fortran90 and is available at https://github.com/DerivativeFreeLibrary. Finally, coded
in Julia, DMultiMADS-PB can be obtained from https://github. com/bbopt/DMultiMadsPB.

The DFMO and the DMultiMADS-PB algorithms address nonlinearly constrained multi-
objective optimization problems by penalizing the nonlinear constraints with an exact merit
function or by using a progressive barrier approach, respectively. As already mentioned, DMS
addresses constraints with an extreme barrier function.

All solvers were run with the defaults, selecting the best version identified in [38] for DEMO
and using the best version reported in [12] for DMultiMADS-PB. Results were obtained for
maximum budgets of 500 and 5000 function evaluations. Considering the expensive nature of
function evaluation, small budgets are particular relevant for assessing the performance of the
solvers.

As in the previous subsection, DMS-EB was initialized with the feasible point 2° provided
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Figure 3: Performance profiles for DMS-FILTER-IR, considering different types of positive
spanning sets and a maximum budget of 5000 function evaluations.

in [34]. DMS-FILTER-IR, DMultiMADS-PB, and DFMO can be initialized with infeasible
points. Therefore, DMS-FILTER-IR and DMultiMADS-PB were initialized with n-points
equally spaced in the line segment, joining the variable upper and lower bounds, which is the
default initialization of DMultiMADS-PB. DFMO was initialized with the centroid of the box
defined by the bound constraints. After, the algorithm also generates n-points equally spaced
in the line segment joining the bounds.

Figure 4 depicts performance profiles for the different metrics considered, when a maximum
budget of 500 function evaluations is allowed.

In general, DMS-FILTER-IR presents a good performance for any of the four metrics
considered. Noteworthy, it is the most efficient solver for hypervolume and presents some
advantage regarding robustness for the purity metric.

When the maximum budget allowed increases to 5000 function evaluations (see Figure 5),
DMS-FILTER-IR remains as the most competitive solver in what respects purity and hyper-
volume. For the spread metric A, DMS-EB presents a better performance. DFMO provides
some good results in terms of the largest gap in the Pareto front, represented by metric I'.

Individual comparisons between DMS-FILTER-IR and each of the three remaining solvers
considered can be found in Figures 6 and 7, for budgets of 500 and 5000 function evaluations,
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Figure 4: Comparing DMS-FILTER-IR with DFMO, DMultiMADS-PB, and DMS based on

performance profiles for a maximum of 500 function evaluations.

respectively, clarifying the previous analysis and supporting the conclusions drawn.

6 Conclusions

In this paper, we introduced, analyzed, and tested a filter-based derivative-free approach, using
an inexact restoration step, for constrained multiobjective optimization problems. The DMS-
FILTER-IR algorithm is able to address multiobjective derivative-free optimization problems
without a feasible initialization, regarding the relaxable constraints.

Under the common assumptions used in derivative-free optimization analysis, we could
establish the existence of at least one sequence of iterates generated by the algorithm that
converges to a Pareto-Clarke critical point of a related problem. Additional conditions were
provided that ensure the existence of a feasible point and the convergence to a Pareto-Clarke
critical point of the original problem.

Extensive numerical experience allowed to establish the competitiveness of the proposed al-
gorithm, by comparison with state-of-art solvers for multiobjective derivative-free constrained
optimization. Filter methods combined with inexact restoration techniques are a valuable
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Figure 5: Comparing DMS-FILTER-IR with DFMO, DMultiMads-PB, and DMS based on

performance profiles for a maximum of 5000 function evaluations.

alternative to penalty function methods or the use of a progressive barrier strategy.

Several extensions can be considered to improve the numerical performance of DMS-
FILTER-IR, namely the definition of a search step, based on surrogate models [15] or the
use of parallelism [45]. Moreover, techniques from many-objective optimization literature can
allow the development of efficient numerical implementations of DMS-FILTER-IR to address
problems with more than two components in the objective function.
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