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#### Abstract

The ultimate advances in information technologies lead to new possibilities in terms of educational approaches. One of them, which are the focus of this paper, is to improve the handwriting skills of children by use of a tablet. The Android based application presented here promotes an autonomous learning without losing the input, expertise and preferences of the teacher(s). The app is based on the use of machine learning classifiers and image processing techniques to compare the written character with the character created or uploaded by the teacher and to grade the performance accordingly.
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## 1 Introduction

The development of the information technologies (IT) has introduced new possibilities in teaching and learning, varying from e-learning and virtual classrooms to applications replacing (work) books in classrooms [1]. Many of these applications are in connection with the growth of serious games [2]. Basic math and reading exercises were quickly and in fast amounts available since the introduction of the first consumer tablets. Quality writing exercises are (due to the complexity) harder to find, especially those where the teachers' expertise is not lost.

A key element in learning how to write a character is repetition. Only this way a child can automate the correct muscle moments [3]-[6]. To learn such a new sensorimotor skill a teacher can hold the students hand but this teaching method is undesirable in full classrooms since this is usually timeconsuming.

Using a tablet will change the focus of the writing exercise as we know it. From the age of 4, children will have to learn multiple skills at the same time. For them to be able to write the handwritten characters, they will have to learn how to hold a pen [6], [7]. Delays in mastering a correct grip or too much focus on
it can harm the learning curve on typography and understanding of writing characters correctly [8].

The application reported in this paper is based on these assumptions, giving the student a way to learn to write correctly but keeping the teacher in control of how the characters should be written and evaluating the result of the student but without the necessity to be present. This way the teacher is able to focus on other aspects of teaching during the exercise or the student can do it as extra assignment at home.

The following sections will describe related work, followed by sections explaining the three faces of designing the app. Finally, preliminary tests on children and feedback from teachers are presented. The results are discussed in terms of the characteristics an app should have to be a useful tool for learning how to write.

## 2 Related Work

IWA (Improving Writing Ability) is an example of an application trying to keep some autonomy for both teacher and students. However, this application is built for the Tablet PCs (e.g. for the LG P100 Tablet PC) and not the current generation of tablets (e.g. Android and IOS based tablets) [4].

Research on tablet-based handwriting for Arabic words has been done by Aizan et al. [9]. They used an Android based application on a Samsung ${ }^{\circledR}$ note to test the potential of tabletbased handwriting evaluation and compared it with paper-based learning. Also, a comparison between using a finger and a stylus to write the words was analyzed. Unfortunately, their evaluation on how correct the children wrote the words was not automated yet but done afterwards using two digital cameras.

Some commercial applications using the current generation of tablets are for example "LetterSchool" ${ }^{1}$ and "Digitaal Schrijfschrift" (Dutch) ${ }^{2}$. Although no data is available on how

[^0]well those apps improve the writing skills of the student, they seem to be engaging and fun. The downside of these apps is the fact that the designers preprogrammed the characters and teachers lack the ability to evaluate the exercise and automatic scoring.

In our approach, in order to eliminate the designers' preprogrammed characters and give this freedom to the teacher, the app will have the option to create or import character models. The app is built for Android tablets and will have the ability to score the character automatically.

## 3 Method

In the initial phase of the development, machine learning was used to research what the best approach in comparing the characters would be. Also, the optimal parameters for the image processing were found in this way, assuming the better the characters are classified, the better used approach and parameters would be to score the characters later.

An app to record characters was developed and used to collect characters written by teachers. These characters are tested the same way and used as model for the children how to write the characters. Based on the conclusion of the two phases an app is designed, developed and finally tested in the last phase. A visual representation of these phases is visible in Figure 1.


Figure 1: Method

## 4 Orientation

First, the MNIST (Mixed National Institute of Standards and Technology) handwritten number dataset ${ }^{3}$ was tested. Apart from doing this 'manually' with Matlab, a tool called Weka ${ }^{4}$ is used to test different classifiers in a quick and efficient way. The dataset is already preprocessed and transformed into a weka (.arff) file [10].

From all the classifiers tested using 10 -fold cross-validation with Weka, a Decision Tree, a Nearest Neighbor and a Bayes classifier were selected for their relatively high success rates. The J48 Decision Tree classifier [11] classifies $82.5 \%$ of the numbers correctly. The Naïve Bayes classifier [12] was $84.3 \%$ of time correct and a K-Nearest Neighbor classifier (Lazy IBK) [13] manages to classify $96.9 \%$ of the characters correctly.

## 5 Recording Characters

A correctly detected character does not imply the character is in fact written correctly and in a way children learn to write. In fact, the characters ( 10 numbers) in the MNIST database are not even comparable with the ( 26 alphabetic) characters in the learning books of a child. Therefore, the conclusions of the previous analysis give a direction but do not tell what classifier or algorithm to use for the teaching application.

### 5.1 The Recorder App

To be able to have characters more comparable to the characters in the final application, a 'recorder app' has been developed. This app will have the same methods to record a written character as the final app will have. Teachers are asked to use this app to generate a set of handwritten characters and to give an idea of how writing on a tablet is perceived.


Figure 2: Drawing area

[^1]On the drawing screen of the app are two visible lines representing the baseline and the small line above it, like in children's exercise book (Figure 2). Above this drawing area, a character is visible. This randomly generated character has to be written down on the drawing canvas as good as possible, since these characters will be used as reference to score the characters later and are assumed to be the 'perfect' way to write the character. The teacher can choose to redraw a character if he or she is not satisfied or press next. When all characters of the alphabet have passed, a message will inform the user a new series has started. Afterwards, a Weka (.arff) file can be created with the app and the raw images of the characters can be exported to a SD card.

### 5.2 Results

Unfortunately, these results were not as good when the same classifiers were used for a subset of the dataset with characters recorded by teachers (Table 1). With the highest success rate of almost $75 \%$ on characters that theoretically look alike, since this is how the teachers want the children to learn them, this is not a promising approach and an alternative method has to be found.

Table 1: Successful classification of recorded characters for different classifiers using a 10 -fold cross-validation

| Classifier | Subset of characters |
| :---: | :---: |
| J48 | $38.6 \%$ |
| Naïve Bayes | $73.9 \%$ |
| Lazy IBK | $61.8 \%$ |

### 5.3 Alternative Method

For every test round, one image is selected as test image and all others are used to create 26 different images called 'baselines'. This baseline images are combinations of images of the same character. After processing the pictures based on the method developed in [10], the baseline images are blurred and multiplied to create a set of images where the ideal line of the character has a fully black color and the further away from this line the lighter the color will be. All baseline images will be inverted resulting in an image where the ideal line is fully white and the bigger the distance of this line, the darker the pixels. A dot multiplication between these negative baseline images and a negative of the trial will make all the pixels in the trial white if they are on this ideal line or darker if they are further away (see Figure 3 and Figure 6). The trial (test image) is classified as the character of the baseline which generated a picture with the whitest pixels left.

The parameters for resizing (to reduce the time it takes), blurring (to make the ideal line wider) and multiplication (to make it thicker) are automatically adjusted to find the ideal combination resulting in the highest classification rate. By
performing this test for all images, a $90 \%$ success rate was accomplished.


Figure 3: A trial character ' $c$ ' multiplied with baseline of 'a'

## 6 App Development

The main screen of the app displays two lists, one with the classes and one with names of the students in the selected class. After selecting the class and student, the user selects the type of exercise, the characters to practice and the amount of repetitions. Until all characters have been drawn for this number of times, the app will randomly present one of the selected characters to the student who has to draw it in the appropriate area. After each character an animation is displayed showing the progress of the student. After finishing the complete exercise the children see their score based on the average of all drawn characters and their score per character. This whole process is visible in the right side of Figure 4.


Figure 4: Relations between the different screens ("Activities") in the app

In addition, the editing 'area' (left side of Figure 4) enables the teacher to create new groups and new students and to consult their respective scores to the different exercises. Apart from that, teachers are able to change the character database. This can be done by uploading characters drawn by others or by writing the characters by themselves (Figure 5).


Figure 5: Character database with a list of all baseline characters (part of the teachers' editing area). The row on the left shows the characters and the row on the right displays the corresponding baseline images.

### 6.1 Image Processing

The same image processing steps used to classify the characters are also used to resize, combine and compare the characters to score written characters in the app. Optimizing this process is important to give appropriate feedback to the user. Matlab® is first used to design and optimize an algorithm for both creating the 'baseline character' as well as scoring a character (Figure 6).

In the first step of creating a baseline the (resized) pictures used to make up this baseline are imported. One by one the characters will be shifted horizontally to find the position in which they have the best overlap with the previous pictures. A blur will be added in the next step to get rid of the lines that are not exactly overlapping and, in combination with the multiplication in the next step, this blurring will also determine the precision as definition of correct and the according score. The bigger the blur and multiplication, the thicker and blacker the baseline is.

When a test image of a character handwritten by a child is presented, the first step will be to shift it again to have the best overlap. This also means the horizontal position of the character inside the drawing area is not important but size and vertical position are. Both images will be inverted followed by a dot
multiplication, which results in an image with a black background and with a white character. The parts where the test character overlaps the dark (most ideal) parts of the original baseline will be fully white in the result. At the parts of the character where the test image diverts from the ideal path the resulting image will be darker or black. The final score is based on the difference between the negative of the original test image (where all pixels drawn are fully white) and this result image (where pixels will be darker if they were not on the ideal line).


Figure 6: Baseline creation and scoring algorithm
Java (Android) libraries such as, but not limited to, JMagick and OpenCV were compared to see which of these libraries is able to do this and in the least amount of time. Eventually, the last mentioned was implemented in the app to handle the image processing. The downside of using OpenCV is the extra app it needs to have on the device to work but the reason for this is so it can provide the best and fastest processing because it is specifically compiled for the devices' core.

### 6.2 Testing

A small group of 13 students ranging from 6 till 11 years old was asked to perform two exercises. One of the two exercises was to draw (write) ten given characters each two times as they learned it in school. The other exercise was to copy the same ten characters by drawing over the character displayed in the background of the drawing area. Half of the students were asked to do the copying first, followed by the drawing and the others did the drawing first and afterwards the copying exercise.

A rocket launch was used to give a funny feedback to the children regarding their performance. The rocket would go up from the baseline to the top of the screen and would reach the top if all characters were given the maximum score. Otherwise it would eventually reach the height based on the total average score. The rocket is only visible and rises a bit while the score of last written character is shown, then disappears until the next character has been written.

## $7 \quad$ Results \& Discussion

In Table 2, the scores of all 13 participants are shown. In the second and third column, the average scores of both exercises ( 20 characters each) are given. This can be the 'Copy' or 'Draw' exercise depending on the participant. Odd participants carried out 'Copy' first whereas even participants did 'Draw' first. The next two columns show the average of both trials, if the student had the task to do the 'Copy' exercise first followed by the 'Draw' it is displayed in column 4, otherwise in column 5. The following two columns show the score of trial 1 but separated into two columns to be able to show the difference in scores for both types of exercises. Finally, the last column displays the score to 'Draw' in trial 2.

Table 2: Test results

| Student | Trial 1 | Trial 2 | T1: Copy <br> T2: Draw | T1: Draw <br> T2: Copy | Trial 1: <br> copy | Trial 1: <br> draw | Trial 2: <br> draw |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 0.97 | 0.64 | 0.81 |  | 0.97 |  | 0.64 |
| $\mathbf{2}$ | 0.66 | 0.93 |  | 0.80 |  | 0.66 |  |
| $\mathbf{3}$ | 0.97 | 0.71 | 0.84 |  | 0.97 |  | 0.71 |
| $\mathbf{4}$ | 0.66 | 0.97 |  | 0.81 |  | 0.66 |  |
| $\mathbf{5}$ | 0.91 | 0.70 | 0.81 |  | 0.91 |  | 0.70 |
| $\mathbf{6}$ | 0.64 | 0.95 |  | 0.80 |  | 0.64 |  |
| $\mathbf{7}$ | 0.91 | 0.71 | 0.81 |  | 0.91 |  | 0.71 |
| $\mathbf{8}$ | 0.62 | 0.92 |  | 0.77 |  | 0.62 |  |
| $\mathbf{9}$ | 0.94 | 0.58 | 0.76 |  | 0.94 |  | 0.58 |
| $\mathbf{1 0}$ | 0.68 | 0.91 |  | 0.79 |  | 0.68 |  |
| $\mathbf{1 1}$ | 0.93 | 0.67 | 0.80 |  | 0.93 |  | 0.67 |
| $\mathbf{1 2}$ | 0.60 | 0.92 |  | 0.76 |  | 0.60 |  |
| $\mathbf{1 3}$ | 0.88 | 0.65 | 0.76 |  | 0.88 |  | 0.65 |
| Average | $\mathbf{0 . 7 9 7}$ | $\mathbf{0 . 7 9 0}$ | $\mathbf{0 . 7 9 8}$ | $\mathbf{0 . 7 8 8}$ | $\mathbf{0 . 9 3 0}$ | $\mathbf{0 . 6 4 3}$ | $\mathbf{0 . 6 6 7}$ |

The difference in averages between sessions 1 and 2 suggests there is not a strong improvement when a student did the exercise before, as confirmed by a Nonparametric Wilcoxon test ( $\mathrm{Z}=$ 0.21).

A slightly larger difference is visible between the averages of students who did the copy exercise first followed by the draw (no
background) exercise, compared to the students who wrote the character by themselves first followed by copying the background (see Figure 7). However, both tests on having the background in the first session or the background in the second session show no significant improvement in performance (MannWhitney, $\mathrm{U}=14.5$ for overall performance and $\mathrm{U}=13.5$ for comparing only the two background sessions).

The only significant difference in performance is visible when we compare the scores with and without background (Wilcoxon: $\mathrm{Z}=3.18 ; \mathrm{p}<0.01$ ). As expected, the performance to draw the letter is better with than without a model of the letter in background.


Figure 7: Averages of both sessions
As expected, the averages of the copying exercise itself are a lot better than the exercises where a student has to write the character without any example.

The difference between the averages of the last two columns does suggest an improvement when they practiced with the example first. The group doing the drawing in the second round, in which they have to do it without example, tend to be better than the group doing the drawing exercise in the first round. The experiment has to be carried out with more participants and a longer period of time to draw further conclusions.

Some interesting comments and observations were made by both teachers and researchers while performing the test. During the copy exercise some students started at the wrong position or drew part of the character in a way they were not taught to do so, even if they drew this character correctly during the draw exercise. It looks like these children are so focused on exactly copying the character they do not think about how to write it. The acquisition of the difference between writing and simply copying might take several years for the children [5].

Teachers also suggested to not only score the end result of writing the character correctly but also the process. This includes the correct starting position and direction of writing. Introducing this would not only give a better motivation and indication in how to write the character but also reduce the score of children who just copy the character instead of correctly writing them as mentioned before.

## 8 Conclusion \& Future Work

In this paper was proposed an approach for teaching children handwriting through a character recognition based on image processing and machine learning. Different classifiers were analyzed and tested on handwritten characters provided by teachers. This way a classifier was found recognizing $90 \%$ of the characters correctly. Using this principal as foundation, an Android application has been developed giving children a way to learn how to write characters autonomously without losing input and expertise of a teacher.

The test performed on a small group of students shows promising preliminary results. Besides character recognition, other parameters, such as starting point and movement direction, have to be taken into account in the development of a system aiming to assist children in the learning process of handwriting skills. A further study regarding the effect on the learning curve, motivation and engagement of the students and teachers will be carried as future work.
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