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A B S T R A C T

In real-life logistics and distribution activities it is usual to face situations in which the distribution of goods has to be made from multiple warehouses or depots to the final customers. This problem is known as the Multi-Depot Vehicle Routing Problem (MDVRP), and it typically includes two sequential and correlated stages: (a) the assignment map of customers to depots, and (b) the corresponding design of the distribution routes. Most of the existing work in the literature has focused on minimizing distance-based distribution costs while satisfying a number of capacity constraints. However, no attention has been given so far to potential variations in demands due to the fitness of the customer-depot mapping in the case of heterogeneous depots. In this paper, we consider this realistic version of the problem in which the depots are heterogeneous in terms of their commercial offer and customers show different willingness to consume depending on how well the assigned depot fits their preferences. Thus, we assume that different customer-depot assignment maps will lead to different customer-expenditure levels. As a consequence, market-segmentation strategies need to be considered in order to increase sales and total income while accounting for the distribution costs. To solve this extension of the MDVRP, we propose a hybrid approach that combines statistical learning techniques with a metaheuristic framework. First, a set of predictive models is generated from historical data. These statistical models allow estimating the demand of any customer depending on the assigned depot. Then, the estimated expenditure of each customer is included as part of an enriched objective function as a way to better guide the stochastic local search inside the metaheuristic framework. A set of computational experiments contribute to illustrate our approach and how the extended MDVRP considered here differs in terms of the proposed solutions from the traditional one.

1. Introduction

In the distribution business, whenever a supplier operates from multiple warehouses or depots it needs to decide two things: (a) which set of customers will be served from each depot, i.e., the customer-depot assignment map; and (b) the vehicle routing plan for the given assignment map. This two-stage decision-making process is called the Multi-Depot Vehicle Routing Problem (MDVRP). During the last decades, researchers have extensively addressed different variants of this problem, among others those including heterogeneous fleets of vehicles, multiple products, simultaneous pick-up and delivery, etc. (Caceres, Arias, Guimarans, Riera, & Juan, 2015; Montoya-Torres, Lopez, Nieto, Felizzola, & Herazo-Padilla, 2015). The large majority of models aim at minimizing total distribution costs, which are often modeled by means of a distance-based cost function. Minimization of distribution costs has a major impact on the efficiency of any competitive shipping company. However, following the trend to consider richer and more realistic Vehicle Routing Problems (Barbucha, 2014; Ehmke, Campbell, & Urban, 2015; Taş, Jabali, & Woensel, 2014), it should be noticed that these costs represent only half of the equation, i.e.: if a distribution company wants to maximize its benefits, it has also to account for the expected incomes associated with different customer-to-depot assignment plans. Thus, retail centers (depos) belonging to the same organization may offer different products, trade credit policies, or complementary services, which often have a non-negligible impact on the customer’s willingness to buy. Accordingly, under the existence of a diversity of depots and commercial offers, the customer-to-depot
assignment process should not only consider distribution costs but also expected sales or total income.

In order to increase sales revenue, companies use market segmentation strategies that allow grouping customers according to their features (preferences, rent, age range, etc.). Ideally, each group has homogenous features that allow the development of tailored strategies and actions oriented to increase the customer’s willingness to buy, i.e., the fitness between his/her utility function and the commercial offer he/she is receiving. In this paper we address an extended version of the MDVRP that also includes market segmentation issues in order to maximize benefits (sales revenue minus distribution costs). Thus, in our model customer-to-depot assignment decisions are taken considering not only the traditional distance-based cost but also other customers’ features in an attempt to increase the expected expenditure by providing a more adequate assignment. As a consequence of this, the assignment and routing solutions might be very different from the ones associated with the classical MDVRP. For instance, Fig. 1 shows two different solutions, with the shape of each customer representing the shape of its best-fit depot. The one on the left only considers distribution costs (to be minimized), while the one on the right considers expected benefits (to be maximized), i.e.: not only distribution costs but also additional revenue due to a ‘smarter’ customer-to-depot assignment. Notice that in the right-hand solution each depot tends to deliver those customers that share a similar shape, unless they are too far away so that the increase in distribution costs overshadows the potential increase in revenue. In the illustrative example of Fig. 1, it is estimated that customer \( j \) will spend 20 monetary units when assigned to depot 2 (left-hand solution). On the other hand, if this same customer is assigned to depot 1 (right-hand solution), it is estimated that his/her willingness to spend will increase up to 30 monetary units (10 monetary units in this case).

Our solving approach is based on the combination of statistical predictive models with a metaheuristic framework. In short, the algorithm develops in two main steps. Firstly, supported by the company historical data concerning existent customers, new customers are assigned to depots. This step is preceded by a historical data analysis so that expected expenditure from new customers is assigned to depots. This step is preceded by a historical data analysis so that expected expenditure from new customers among depots is estimated throughout a multiple regression model. The regression model will capture the relationship between each customer’s willingness to spend (response) as a function of several variables (predictors), including: the assigned depot as well as other customer’s features (e.g.: preferences, rent, sex, age, etc.). In the second step, the routes associated to each customer-to-depot assignment map are built. Given the interdependency between both decisions (assignment and routing), our procedure is an iterative one. Different assignments are generated together with the routing decisions and the top best solutions will be saved and locally improved in the last step of the algorithm. The main contributions of our work are: (i) the description of an extended version of the MDVRP with heterogeneous depots, which can be considered a rich routing problem, (ii) the development of a methodology combining statistical learning and a metheuristic for solving it, and (iii) an analysis of how the solutions found for the extended problem differ from those for the classical one in terms of both expected benefits and distribution costs for a set of instances artificially generated.

The rest of the paper is organized as follows: Section 2 formally describes the well-known Multi-Depot Vehicle Routing Problem and presents the extended version with heterogeneous depots, while Section 3 reviews works addressing the classical version. Section 4 discusses the importance of considering market segmentation. Section 5 provides an overview on our solving approach, while Section 6 offers some low-level details. The computational experiments and a discussion of the results are presented in Section 7. Lastly, the main contributions of this work are highlighted in the Conclusion section.

### 2. Mathematical formulation for the Multi-Depot Vehicle Routing Problem

The MDVRP may be formally described as an extension of the Capacitated Vehicle Routing Problem (CVRP) and it is defined as a complete directed graph \( G = (V, E) \), where \( V = \{V_d, V_c\} \) is the set of nodes including the depots, \( V_d \), and the customers, \( V_c \), and \( E \) is the set of edges or arcs connecting all nodes in \( V \). Each customer \( i \) in \( V_c \) has a positive demand to be satisfied, \( q_i \). Each edge in \( E \) has an associated cost \( c_{ij} > 0 \) and distance \( d_{ij} > 0 \) between customers \( i \) and \( j \). The distance matrix \( D := [d_{ij}] \) and the cost matrix \( C := [c_{ij}] \) are square matrices of order \( |V| \). Usually, both matrices are assumed to be symmetric (nevertheless, our approach could also be applied even in the case of non-symmetric distances or costs).

For the MDVRP, a solution is a customer-to-depot assignment map together with a set of routes covering all customers’ demands. Each route starts at one depot in \( V_d \), connects one or more customers in \( V_c \), and ends at the same depot, without exceeding the capacity of the vehicle. The number of vehicles based at each depot may be fixed or unlimited. The former defines a harder problem, since it adds an additional constraint and there is also no guarantee that a feasible solution exists (Chao, Golden, & Wasil, 1993). The latter simplifies the modeling and solving.

As mentioned before, when adopting a marketing perspective, companies focus on market segmentation to group customers.
according to their features and preferences. Considering the heterogeneity of markets, segmentation attempts to divide customers into subsets that behave in a similar way. Our extension of the MDVRP aims at assigning customers to depots based not only on distribution costs but also on customers’ features and preferences. The goal is then to optimize expected benefits by considering both distribution costs and expected incomes.

To formally describe the mathematical model for the MDVRP with heterogeneous depots, we will first introduce a model for the CVRP problem, which is a particular case of the MDVRP when \( |V_d| = 1 \), i.e., \( V_d = \{0\} \), and a model for the classical MDVRP.

2.1. Mathematical model for the MDVRP with one depot (CVRP)

In graph theory, a finite path, \( \phi \), of length \( r \) is a sequence of \( r + 1 \) vertices, \( \{x_0, x_1, \ldots, x_r\} \), together with a sequence of \( r \) arcs, \( \{\phi^1, \phi^2, \ldots, \phi^r\} \), such that

\[
\phi^k = (x_{k-1}, x_k), \quad k = 1, 2, \ldots, r.
\]

Sometimes we will denote a finite path, \( \phi \), in the form:

\[
\phi : x_0 \rightarrow x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_{r-1} \rightarrow x_r.
\]

The vertex \( x_0 \) is called the start vertex and the vertex \( x_r \) is called the end vertex of the path. Both of them are called terminal vertices of the path. The other vertices in the path are internal vertices. A finite cycle is a path such that the start vertex and the end vertex are the same. Note that the choice of the start vertex in a cycle is arbitrary. A path with no repeated vertices is called a simple path, and a cycle with no repeated vertices or arcs aside from the necessary repetition of the start and the end vertex is a simple cycle.

**Definition 2.1.** In our context, a route, \( \rho \), of order \( r \) is a simple finite cycle of length \( r + 2 \) in which the start vertex and the end vertex is the depot node 0:

\[
\rho : 0 \rightarrow x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_{r-1} \rightarrow x_r \rightarrow 0.
\]

We denote, \( R \), the set of all routes of the complete directed graph \( G \).

Notice that the cardinality of \( R \) is \( |R| = \sum_{n} k_{P(n,k)} \), where \( P(n,k) \) represents the number of \( k \)-permutations of a set of \( n \) elements (or customers in our case). Notice that

\[
|R| = \sum_{k=0}^{n} k_{P(n,k)} \approx n!e, \quad e \text{ represents the Euler’s number,}
\]

2.2. Two routes are independent when they have no internal vertices in common, i.e., the only vertex in common is the depot node. A non-empty set of independent routes, \( S \subset R \), is named a **complete system of routes** when every customer belongs to a route of \( S \). The set of all the complete system of routes of \( R \) is denoted by \( CSR \).

Notice that from now, in order to simplify the notation, when we write \( x \in \rho \), with \( \rho \in S \) and \( S \in CSR \), we want to indicate that \( x \) is a node of the route \( \rho \).

Traditionally, the cost of a route, \( c_\rho \), and its distance, \( d_\rho \), have been modeled as

\[
c_\rho := c_{x_0,x_0} + \sum_{k=1}^{r} c_{x_{k-1},x_k}, \quad d_\rho := d_{x_0,x_0} + \sum_{k=1}^{r} d_{x_{k-1},x_k}.
\]

Then, the optimization problem to be solved consists in finding a complete system of routes, \( S \), minimizing the total cost, \( c_T := \sum_{\rho \in S} c_\rho \), subject to the following constraints: the total demand served in each route \( \rho \in S \) does not exceed a maximum constant demand (or vehicles capacity) \( Q_{\max} \), \( \sum_{\rho \in S} q_\rho \leq Q_{\max} \), and the total distance of each route \( \rho \in S \) does not exceed a maximum constant distance \( D_{\max} \), \( d_\rho \leq D_{\max} \). Therefore, the optimization problem is

\[
\text{minimize} \quad c_T = \sum_{\rho \in S} c_\rho \nonumber \tag{1}
\]

subject to:

\[
\sum_{\rho \in S} q_\rho \leq Q_{\max}, \quad \rho \in S \nonumber
\]

\[
d_\rho \leq D_{\max}, \quad \rho \in S, \quad S \in CSR.
\]

2.2. Mathematical model for the classical MDVRP

The extension to a MDVRP goes as follows: consider a complete directed graph \( G = (V, E) \), where \( V \) is the disjoint union (also named a partition) of the set of nodes including the depots, \( V_d \), and the set of nodes including customers \( V_c := V \cup V_c \), and \( E \) is the set of edges connecting all nodes in \( V \). Hereafter, \( m := |V_d| \) will represent the number of depots. A feasible solution for the MDVRP is a partition of direct graphs \( G_i = (V_i, E_i), i = 1, \ldots, m \), obtained from \( G \) such that \( V_i := \{0, V'_1, \ldots, V'_m\} \), for all \( i = 1, \ldots, m \), with \( 0 \in V_d \) and \( V'_j \in V_c \) for all \( j = 1, \ldots, m \). Then, the optimization problem to solve consists in finding a family of complete system of routes, \( \{S_1, \ldots, S_m\} \), minimizing the total cost, \( c_T := \sum_{i=1}^{m} \sum_{\rho \in S_i} c_\rho \), subject to the following constraints: the total demand served in each route \( \rho \in S_i \), \( i = 1, \ldots, m \), does not exceed a maximum constant demand, \( Q_{\max} \), i.e., \( \beta_i := \sum_{\rho \in S_i} q_\rho \leq Q_{\max} \), for all \( \rho \in S_i, i = 1, \ldots, m \), and the total distance of each route \( \rho \in S_i \) does not exceed a maximum constant distance \( D_{\max} \), i.e., for all \( \rho \in S_i, d_\rho \leq D_{\max}, i = 1, \ldots, m \). Therefore, the optimization problem is

\[
\text{minimize} \quad c_T = \sum_{i=1}^{m} \sum_{\rho \in S_i} c_\rho \nonumber \tag{2}
\]

subject to:

\[
\beta_i \leq Q_{\max} \nonumber, \quad \rho \in S_i, \quad i = 1, \ldots, m, \nonumber
\]

\[
d_\rho \leq D_{\max}, \quad \rho \in S_i, \quad i = 1, \ldots, m, \nonumber
\]

\[
S_i \in CSR, \quad i = 1, \ldots, m. \nonumber
\]

2.3. Mathematical model for the MDVRP with heterogeneous depots

The heterogeneous version of the MDVRP analyzed in this paper does not assume depots are equal (homogeneous), which leads to consider customers’ preferences. Then, demands will not be fixed parameters, but depend on the assignment map of customers to depots. Following a realistic approach, we assume demands are not known, but can be predicted relying on an historical database and information about new customers. In the heterogeneous case the assignment of the customers is not made in advance using the classical considerations of distance. Our procedure takes into account the combination of statistical predictive models with a metaheuristic, so three main steps must be considered.

(i) Analysis of the historical data so that expected expenditure from new customers among depots is estimated using a multiple regression model. The model captures the relationship between each customer’s willingness to spend (response) as a function of several variables (predictors), which include the assigned depot as well as other customer’s characteristics as preferences, rent, sex, age, and so on.

(ii) Assignment of the new customers to the depots supported by the company historical data with respect to the existent customers.

(iii) Routes are built, which are associated to each customer-to-depot assignment map.

Notice that revenue incomes are not considered in the model for the classical MDVRP because they do not depend on the assignment of customers to depots and, consequently, they are a
3. Literature review on the classical MDVRP

The MDVRP has received a considerable amount of attention in the recent literature (Montoya-Torres et al., 2015). Tillman (1969) is usually referred to as the first paper to address this problem. It considers a version where customer demands follow specific probability distributions, which is solved with an extension of the well-known CWS heuristic (Clarke & Wright, 1964). Most works may be classified according to the proposed approach: exact methods and heuristics/metaheuristics methods. The main difference is that the former guarantee the optimality of the solution found, while the latter usually provide a high-quality solution faster. Currently, hybrid approaches have received more attention. Ceselli, Righini, and Salani (2009) is an example of work employing an exact methodology. The authors describe a version of the Multi-Depot Heterogeneous Vehicle Routing Problem with Time Windows (MDHVPRTW) including diverse constraints. A column generation algorithm, in which the pricing problem is a resource-constrained elementary shortest-path problem, is implemented to solve real instances. Another methodology to solve the MDHVPRTW is proposed in Bettinelli, Ceselli, and Righini (2011). It describes a branch-and-cut-and-price algorithm, and different pricing and cutting techniques. More recently, Contardo and Martellini (2014) have formulated the MDVRP employing a vehicle-flow and a set-partitioning formulation.

A higher number of published works rely on heuristics-based methodologies. For instance, Cordeau, Gendreau, and Laporte (1997) present a Tabu Search (TS) metaheuristic. In Salhi and Sari (1997), the authors propose a multi-level composite heuristic for addressing a MDVRP in which the vehicle fleet composition has to be determined. Nagy and Salhi (2005) consider the MDVRP with Pickups and Deliveries. Several heuristics from the Vehicle Routing Problem (VRP) literature are adapted and some problem-specific are constructed. Metaheuristics are frequently implemented to solve real-size instances. The Simulated Annealing (SA) metaheuristic is chosen in Wu, Low, and Bai (2002) for solving the Multi-Depot Location-Routing Problem. Polacek, Hartl, and Doerner (2004) employ the Variable Neighborhood Search (VNS) metaheuristic for addressing the MDVRP with Time Windows (MDVPRTW). The MDVRP with a heterogeneous fleet of vehicles is faced in Salhi, Imran, and Wassan (2014), where an algorithm also based on the VNS metaheuristic is designed. Pisinger and Ropke (2007) tackle different variants of the VRP, including the MDVRP, by transforming them into rich pickup and delivery models and developing an Adaptive Large Neighborhood Search methodology. A Genetic Algorithm (GA) is constructed in Ombuki-Berman and Hanshar (2009). Another population-based metaheuristic, the Path Relinking, is presented in Rahimi-Vahed, Crainic, Gendreau, and Rei (2013).

Regarding hybrid algorithms, Ho, Ho, Ji, and Lau (2008) introduce an algorithm relying on a GA. The initialization procedure consists in a distance-based grouping, the CWS heuristic is employed for routing, and the Nearest Neighbor Heuristic (NNH) for scheduling (i.e., sequencing each route in every depot). Another hybrid GA is developed in Vidal, Crainic, Gendreau, and Prins (2013) for addressing several rich VRPs, including the MDVPRTW. It has diversity management mechanisms, and employs geometric and structural problem decompositions for large instances. Mirabi, Fatemi-Ghomi, and Jolai (2010) describe a methodology combining a constructive heuristic search and improvement techniques. First, the nearest depot method, the CWS heuristic and the NNH are implemented for grouping, routing, and scheduling, respectively. The resulting solutions are improved by means of a deterministic, stochastic, or the SA metaheuristic. Yu, Yang, and Xie (2011) construct an algorithm based on the Ant Colony metaheuristic, applying a coarse-grain parallel strategy, an ant-weight strategy and mutation operation. Cordeau and Maichberger (2012) design a parallel Iterated Tabu Search heuristic which introduces the TS heuristic into the Iterated Local Search (ILS) framework, in order to ensure a broad exploration of the search space. The Particle Swarm Optimization (PSO) metaheuristic is proposed in Geetha, Vanathi, and Poonthalir (2012). It generates initial particles with the $k$-means algorithm and the NNH. Lahrichi et al. (2012) present a multi-thread cooperative search method called the Integrative Cooperative Search for multi-attributable combinatorial optimization problems. In Juan, Pascual, Guimaran, and Barrios (2014), the authors combine an ILS metaheuristic with biased-randomization techniques to solve the MDVRP. The same metaheuristic framework is proposed in Li, Pardalos, Sun, Pei, and Zhang (2015). In this case, an adaptive neighborhood selection mechanism is integrated for the MDVRP with simultaneous deliveries and pickups. Luo and Chen (2014a) develop an improved Shuffled Frog Leaping Algorithm (SFLA) and its multi-phase model for the MDVRP and the MDVPRTW. In order to improve the efficiency of the metaheuristic, a Power Law Extremal Optimization Neighborhood Search is used. The same problems are addressed in Luo and Chen (2014b), where a multi-phase modified SFLA is applied. It implements the $k$-means algorithm and presents cluster and global optimization procedures.

4. Importance of considering market segmentation

In a global and dynamic world, companies have to compete in order to build profitable and long-lived relationships with customers. Analyzing customer needs and desires, capabilities, social values, and objectives of a specific company as well as how these interrelate is a crucial area in business intelligence. During many decades mass market-based strategies had prevailed, which make profit from economies of scale, providing homogeneous goods and services for a vast number of customers. Technological developments and flexible manufacturing systems have boosted the customization of goods and services according to customer preferences (Datta, 1996; Liu, Kiang, & Brusco, 2012). Market segmentation is a key concept in this new approach.

Considering the heterogeneity of markets, segmentation attempts to divide customers into subsets that behave in the same way or have similar needs (Bennett, 1995). As a result, a better understanding of customer requirements is obtained, which may assist in the developing of marketing strategies as well as in the
efficient allocation of resources among markets and products (Wind, 1978). According to Foedermayr and Diamantopoulos (2008), the segmentation process includes the following stages (Fig. 2):

1. Market definition: The scope of the concept of market for a company is chosen. It should be broad enough to cover as many potential customers as possible, but also manageable.
2. Selection of segmentation variables or bases: These bases should be capable of diminishing the market heterogeneity and explaining why customers have different requirements and/or do not respond similarly to marketing campaigns. From the point of view of the company, they should be easy to obtain or infer in terms of cost and time, among others. The most popular are classified into the following groups (Kotler & Armstrong, 2011): (i) geographic bases (e.g., location); (ii) demographic bases (e.g., age, occupation, and education level); (iii) behavioral bases (e.g., purchase occasion, degree of usage, and degree of loyalty); and (iv) psychographic bases (customer activities and opinions).
3. Decision on segmentation method: A-priori versus post hoc methods, and descriptive versus predictive methods, are the criteria most commonly employed to classify segmentation methods (Foedermayr & Diamantopoulos, 2008). A-priori methods are based on intuitions and prior experience, and/or secondary data. While in post hoc methods the data analysis is what leads to the segments. In descriptive methods, no distinction is made between dependent and independent variables. The focus is on exploring the relation between the units of analysis and the variables. In contrast, predictive methods link a dependent variable (e.g., degree of loyalty) to a set of independent variables, and use this set to segment. There are plenty of techniques for segmentation, which includes: cross tabulation analysis, RFM analysis, k-means clustering, hierarchical clustering, self-organizing map (SOM), automatic interaction detection, classification and regression trees, logistic regression, support vector machine, linear regression, clusterwise regression, neural networks, finite mixture model, and metaheuristics, among others. For instance, McCarty and Hastak (2007) investigate RFM, decision trees, and logistic regression. Vellido, Lisboa, and Meehan (1999) present a strategy combining SOM and factor analysis before clustering. Another two-stage approach involving SOM is detailed in Kuo, Ho, and Hu (2014). These authors apply SOM to determine the number of clusters and the starting point, and the k-means algorithm to find the final solution. Huang, Tzeng, and Ong (2007) employ a support vector clustering algorithm. Fish, Barnes, and Aiken (1995) analyze the performance of artificial neural networks, in comparison with those of discriminant analysis and logistic regression. A case-based reasoning system is described in Chen, Wang, and Feng (2010). It implements GAs for selecting variables and instances.
4. Formation of market segments: The method selected in the previous step is applied to obtain a set of segments.
5. Profiling, evaluation, and final selection of target segments: A detailed analysis of the resulting segments and a selection of them are performed. There are several criteria to evaluate market segments. Smith (1956), considered the first work to tackle this issue, highlights the characteristics of identifiability, which means that customers in a segment should have a similar profile, allowing for their identification, and responsiveness, i.e., customers in a segment should similarly respond to a marketing strategy. DeSarbo and DeSarbo (2007) gather the main criteria that have been proposed in the literature. Some examples are: reachability, feasibility, profitability, and stability.
6. Implementation: The next step is to translate the results of the previous work into specific strategies. This step involves decisions that depend on a large number of factors as relevant as company resources and ethics.
7. Segmentation strategy evaluation: Sales, profit, company expansion, reputation, and customer satisfaction may be used to evaluate a strategy. Although these steps could be sequentially followed, all are interconnected. Therefore, it is recommendable to allow the possibility to repeat previous steps in order to reconsider some selections.

As it has been shown, marketing segmentation has been extensively studied. It is an important topic of research due to its potential applications. New lines of research emerge from the development of data techniques, the gathering of empirical evidences, and the publication of new marketing theories, among others. Many challenges still remain to be faced such as reducing the gap between academic research and practitioner needs, studying implementation issues.

5. Overview of our approach

The MDVRP includes two sequential and correlated stages: (a) the assignment map of customers to depots; and (b) the corresponding design of distribution routes to satisfy all customers' demands. In order to assign customers, we take into account the heterogeneity of the depots. It can be considered a realistic approach, since depots belonging to the same organization usually have different characteristics related to products, trade credit policies, and complementary services, among others. The diversity of depots leads to consider customer preferences. Specifically, the willingness to consume (or expenditure) of each customer depends on how well the assigned depot fits his/her preferences. Market segmentation techniques are applied to identify subsets of customers with similar profiles and assign them to the particular depot that better fits their preferences, considering the restrictions of the problem. Accordingly, we propose to study the relationship between expenditure and customers’ features from data of existent customers by employing statistical learning methodologies (e.g., prediction techniques). It will enable the assignment of new customers in such a way that the expected benefits (expected incomes minus distribution costs) is maximized. The phases of our approach are represented in Fig. 3 and described next:

1. Data collection. Our approach requires several inputs: database of historical sales, description of new customers, location of depots, vehicle maximum capacity, number of available vehicles at each depot, and maximum distribution costs per route. The sales database includes the following information for each
3. Prediction of expenditure for new customers. Once a methodology is available to carry out regression, several groups were considered. Considering several groups, an initial selection of variables has to be performed by assessing which ones may be valuable. Besides explaining the differences of expenditures among depots, they should be easy to obtain, estimate or compute, and store.

2. Statistical learning. Given the database of existent customers, a statistical model exploring the relationship between customers’ features and expenditure is performed for each group of customers assigned to a specific depot. Considering several groups, we allow the existence of a different trend in each one. A high number of methodologies are available to carry out regression analysis (Hastie, Tibshirani, & Friedman, 2001; Lantz, 2013). Probably, the most applied is Linear Regression (Montgomery, Peck, & Vining, 2012), which is easy to understand and interpret, highly relevant in the marketing literature, and has associated a relatively low risk of overfitting (i.e., the model describing noise). Neural Networks represent a popular alternative capable of capturing non-linear relationships. However, they are computationally more intensive, may overfit/underfit data more easily and are difficult to interpret. Support Vector Machines constitute another powerful black box approach, which is more robust and less prone to overfitting than Neural Networks. Its main disadvantage is that requires testing several combinations of kernels and model parameters. Model Trees combine Decision Trees with modeling of numeric data. It results in an approach that may fit some types of data better than linear regression and perform automatic feature selection. On the other hand, it may be difficult to determine the overall net effect of individual variables on the response.

3. Prediction of expenditure for new customers. Once a methodology has been selected and the different functions have been fitted, the expenditure is predicted for each new customer given his/her features if assigned to each depot. Here, it is assumed that the sample (set of existent customers) is representative of the population (market).

4. Assignment of customers to depots. In order to perform an efficient and feasible assignment, it is necessary not only to consider the predicted expenditure but also the distribution costs, the maximum number of vehicles per depot, and their capacity. Taking a decision for each customer individually may provide non-feasible and poor-quality solutions. Consequently, we present a global and iterative strategy where customers are selected one at a time to be assigned to a specific depot. It prioritizes the assignments of those customers that have associated a relatively high expected benefits only for a particular depot, and is based on the procedure developed in Juan et al. (2014). In particular, the following steps are proposed:

- For each depot $k$ and customer $i$,
  - Compute the expected benefits $\mu_i^k$ as the difference between the predicted expenditure $p_i^k$ and the distribution costs $c_{ik}$ (computed as the cost of moving from $k$ to $i$).
  - Compute the difference between the expected benefits of assigning $i$ to $k$ and the maximum expected benefits of assigning $i$ to a depot $l$ other than $k$, i.e.:

$$s_i^k = \mu_i^k - \max_{l \neq k} \mu_i^l \quad \forall l \in V_c, \forall k \in V_d.$$ 

We refer to this measure as “marginal savings”. Accordingly, $s_i^k$ will be high in the case customer $i$ reports relevant expected benefits only if assigned to $k$, low (in absolute terms) if the expected benefits are similar for $k$ and at least one other depot presenting both depots the highest expected benefits, and very low (negative) when there is at least one depot where the expected benefits are larger than those estimated for $k$.

- For each depot $k$, create a priority list of customers and sort it in descending order according to the marginal savings $s_i^k$.
- Create a list of unassigned customers. Then, select a depot and choose the next customer to assign from its priority list. Update the list of unassigned customers and repeat these steps while there are unassigned customers. Different policies may be applied to determine which depot selects the next customer, as: (i) allowing the depot with the highest remaining capacity to choose, (ii) using a round robin-based criterion, or (iii) selecting it randomly.

5. Routing. Having an assignment map, the MDVRP can be solved as a set of independent CVRPs. However, the most important challenge when addressing a MDVRP instance is the interrelation between assignation and routing. Therefore, algorithms are required to take the decisions associated to both phases ‘simultaneously’. Thus, instead of finding an optimal or near-optimal solution for the customer-to-depot assignment phase and then use this unique solution as a starting point to solve the routing phase, an iteration process combines ‘good’ and fast computed solutions for the first stage with ‘good’ and fast computed solutions for the second one in order to find a near-optimal solution for the overall problem.

Note that our approach will be appropriate as long as the existent customers had been assigned randomly or based on a variable not related to personal features. If regression functions were estimated again after implementing this procedure (replacing existent customers by the new ones), the predictive model could be not valid anymore, since the groups of customers assigned to each depot may not be representative of all potential customers. At this point, a description of each resulting group may be performed. Accordingly, a new customer would be assigned to the closest group (considering standardized data, the Euclidean distance, and an average profile per group, for instance). In the described...
approach, the statistical learning techniques and the metaheuristic are sequentially employed. There are other realistic versions of the problem that may be addressed by adapting our approach to integrate the statistical learning techniques inside the metaheuristic. For instance, consider a dynamic scenario in which the willingness of customers to spend varies as new customers are assigned to each depot (e.g., due to the decrease in the service’s quality or in the number of available offers). In this case, the learning mechanism would iteratively run throughout the searching process in order to update each customer’s willingness to spend after each assignment.

6. Detailed algorithm

This section describes some low-level details of the proposed approach. Fig. 4 summarizes it highlighting the main differences between the classical version of the problem and the proposed one.

Since the phase of data collection is company-specific, we will assume it has already been done. The second and the third phases are related to the development and use of predictive statistical learning models. First, the database of existent customers is split into two subsets: a training set, which will be used to build the models, and a test set, to assess their performance. These subsets are generated by means of random sampling: 75% of customers are assigned to the training set and 25% to the test set. Having different alternatives to explore the relationship between expenditure and customers’ features, in our experiments (described later in this paper) we make use of three well-known methodologies: Multiple Linear Regression (MLR), Multi-layer Feedforward Network (MFN), and Model Tree.

- Regarding Multiple Linear Regression, given a database of customers with \( m \) features and \( |V_d| \) depots, the models proposed may be described as follows:

---

**Fig. 4.** Flow chart of our approach for solving the MDVRP with heterogeneous depots.
\[\text{Exp}_i = \beta_0 + \beta_1 X_{1i} + \beta_2 X_{2i} + \ldots + \beta_m X_{mi} + \epsilon_i \quad \forall i \in V_c, \quad \forall j \in V_d,\]

where \(X_{1j}, \ldots, X_{mj}\) represent the features of customer \(i\), \(\beta_0, \ldots, \beta_m\) are the parameters of the model, \(\text{Exp}_i\) and \(\epsilon_i\) denote the expenditure and an error term for customer \(i\), and \(V_c^i\) is the set of customers assigned to depot \(j\). The ordinary least squares method is applied to estimate the parameters, and the stepwise regression approach with a bidirectional elimination procedure is chosen to perform the variable selection.

- Regarding the Multi-layer Feedforward Network with one hidden layer, the generated models are:

\[Z_l = \sigma(\beta_0^l + \beta_1^l X_{1l} + \beta_2^l X_{2l} + \ldots + \beta_m^l X_{ml}) \quad \forall i \in V_c^l, \quad \forall j \in V_d, \quad l = 1, \ldots, p,\]

\[\text{Exp}_i = \alpha_0^l + \alpha_1^l Z_{1l} + \ldots + \alpha_p^l Z_{pl} \quad \forall i \in V_c^l, \quad \forall j \in V_d,\]

where \(\sigma\) is the sigmoid function and \(p\) the number of hidden units. The value of \(p\) (4, 5, 6, 7, or 8) and the decay value for regularization (0.2, 0.3, 0.4, 0.5 or 0.6) are set using 10-fold cross validation based on the metric \(R^2\) (Kuhn, 2008). The back propagation method is employed to estimate the parameters.

- The algorithm selected to implement a model tree is the standard M5P (Wang & Witten, 1996). Basically, it builds a decision-tree induction algorithm relying on a splitting criterion that minimizes the intra-subset variation in the class values down each branch. The pruning of the tree is performed back from each leaf. Instead of a constant value, the final solution for each leaf is a linear regression model considering the variables participating in decisions.

Different criteria can be employed to select one of the former statistical learning methodologies. The most common criteria are related to performance, easiness to apply and understand, required time, or any combination of the aforementioned properties. Considering the first one, we compute the Mean Squared Error (MSE) for each model (the number of models is the number of depots multiplied by the number of methodologies tested) using the same problem instance. The Total MSE (TMSE) is computed by aggregating the values of the models corresponding to the same methodology. In mathematical terms:

\[\text{MSE}^a = \frac{1}{|V_c^l|} \sum_{i \in V_c^l} \left(\text{Exp}^a_i - \text{Exp}_i\right)^2 \quad \forall a = 1, \ldots, o \quad \forall j \in V_d,\]

\[\text{TMSE} = \sum_{a=1}^{o} \text{MSE}^a \quad \forall a = 1, \ldots, o,\]

where \(a\) represents the methodology assessed, and \(\text{Exp}^a_i\) refers to the predicted expenditure for customer \(i\) employing the methodology \(a\). In our experiments, for each instance we always select the methodology associated with the lowest TMSE. Thus, during the third phase, the expenditure that each new customer would make if he/she was assigned to each one of the depots is predicted using the selected methodology and the customer’s features.

For the assignation and the routing phases, an existing methodology has been adapted. The authors propose an efficient algorithm based on an ILS metaheuristic framework (Lourenço, Martin, & Stützle, 2010), which is a popular choice for solving routing problems (see Cattaruzza, Abisi, Feillet, & Vigo, 2014). This metaheuristic guides the search by interpersing exploration and intensification movements. Firstly, an initial solution is generated assigning customers to depots according to the marginal savings (only the distribution costs are considered) and designing the routes by implementing the classical CWS heuristic (Clarke & Wright, 1964). Afterwards, an iterative procedure is started in which the base solution (the initial solution in the first iteration) is perturbed. If the new solution is better than the base solution, then the latter is replaced. In case no improvement is achieved, a Demon-based acceptance criterion (Talbi, 2009) is considered to avoid entrapment at local optimum. It allows movements that deteriorate the base solution with a higher frequency at the beginning, when a global search is required, and restricts them as the execution proceeds. These steps are repeated until a termination condition is met. Finally, the top best solutions are improved by means of a post optimization process, and the best one is returned. The described algorithm includes Biased Randomization techniques to further diversify the search (Juan et al., 2009). These techniques are introduced in traditionally deterministic steps in order to add biased randomization, which favors the generation of high-quality alternatives. In particular, they are implemented both in the assignation phase, to randomize the sorted priority list of customers of each depot in such a way that the reasoning behind the sorting is not erased but many orderings are provided, and in the routing phase, where the CWS heuristic is randomized.

### 7. Numerical experiments

An algorithm based on the described approach has been implemented and employed to solve a number of generated instances. The computational experiments compare the results of our approach for the analyzed version of the MDVRP and for the classical version (i.e., the one assuming homogeneous depots). This section provides the description of the instances and the tests carried out, as well as the numerical results and their analysis.

#### 7.1. Set of instances

A total of 15 instances have been generated. Each of them consists in three datasets: the first two gather data concerning existent and new customers, respectively, and the third includes depots’ locations and information related to restrictions. Regarding data of existent customers, four variables have been created: age (a discrete variable following a Uniform distribution with parameters 16 and 80), sex (a categorical variable with two equally probable values), estimated income (it follows a Normal distribution with a mean of 1500 and standard deviation of 300), and preferred article (a categorical variable including four equally probable values). Initially, each customer has been assigned to his/her closest depot, while the expenditure level has been determined by a given function that depends on the depot, the aforementioned variables and a white noise term. For a total of 100 new customers, the variables age, sex, estimated income and preferred article have been generated using the same distributions. Customers’ and depots’ locations have been randomly generated in a square of 100 \times 100. In order to simplify the instances’ generation, Euclidean distances are employed as distribution costs. Different values have been chosen for the number of depots, existent customers and vehicles, the maximum cost per route and vehicles’ capacity. This information is shown in Table 1.

#### 7.2. Test

Each instance has been adapted by modifying the expenditure of existent customers to analyze the following scenarios: (1) low ratio (LR), the ratio between average expenditure of existent customers and average distribution costs is similar; (2) medium ratio (MR), average expenditure is relatively higher than average
distribution costs; and (3) high ratio (HR), average expenditure is much higher than average distribution costs. The target ratio has been reached multiplying expenditures by a coefficient. The resulting instances are available from the authors upon request. The analysis of these scenarios will allow us to compare the expected benefits (expected incomes, defined as the sum of predicted expenditures, minus distribution costs) associated to solutions considering only distribution costs and those taking into account also customers’ preferences (predicted expenditure), thus exploring the consequences of having different weights of expenditure in the objective solution. For the first scenario, it is expected that the gap between distribution costs will be low (i.e., solutions are expected to be relatively similar). Likewise, it is expected that this gap will be higher as the ratio increases. Similarly, it is also expected that the higher the ratio, the higher the gap between the expected benefits of the solutions. The code has been implemented with Java and R – version 2.15.0 (Team, 2008) (packages: caret, MASS, nnet, and RWeka). A standard personal computer, Intel QuadCore i5 CPU at 3.2 GHz and 4 GB RAM with Windows XP, has been used to perform all tests. The ILS process runs for 4,000 iterations, and all executions are solved for 10 different seeds. Only the best values obtained after the 10 runs are reported.

7.3. Results and analysis

The results of the experiments carried out are summarized in Figs. 5 and 6. The boxplots in the first figure show the expected benefits per scenario and version of the problem: considering heterogeneous depots (rich) and assuming homogeneous ones (traditional). Even if the medians associated to each ratio level do not differ significantly, the third and second quartile values do present a higher value for the extended version of the problem. This behavior is caused by the long right tails of the corresponding distributions, which indicate that for some instances the rich version results in better solutions in terms of expected benefits. The second figure displays the variables in which expected benefits are decomposed per scenario considering the rich version. We observe that differences of expected benefits between scenarios are mainly due to differences between expected incomes.

Tables 2–4 provide a detailed description of the results. The information gathered in the tables is the following: instance name; methodology selected for prediction; distribution costs, expected incomes, expected benefits and time associated to the best solution found considering only distribution costs (classical MDVRP) and to the best solution found when maximizing expected benefit (MDVRP with heterogeneous depots); and gaps between distribution costs, expected incomes and expected benefits of both solutions. The average of each gap is also shown.

Given the flexibility of Feedforward Neural Networks to model relationships between variables, and despite the basic topology and parameter fine-tuning, and the medium size of the training set, they have been selected to solve more than half of the instances (57.8%). Multiple Linear Regression has provided the best TMSE in a high number of cases (31.1%). Although less frequently, the algorithm M5P has also been used in some instances (11.1%). Being an experiment for illustrative purposes, we show that different methodologies with particular strengths may be easily applied, but we do not aim to perform a comprehensive comparison among them.

The gaps related to the distribution costs and the expected incomes are strictly positive except in one case. It confirms the trade-off decision-makers face between both measures; that is to say, higher distribution costs are required to obtain an increase in expected incomes. Regarding the gap of expected benefits, it is strictly positive for all instances except for two where both solutions are equal. Therefore, attempting to achieve the highest benefits studying only distribution costs in instances with heterogeneous depots results in sub-optimal solutions. As expected, all average gaps increase with the ratio, i.e., the difference between solutions (in terms of distribution costs, expected incomes or expected benefits) is positively correlated to the

| Table 1 |
| Description of the generated instances. |

<table>
<thead>
<tr>
<th>Instance</th>
<th>Numb. depots</th>
<th>Numb. existent cust.</th>
<th>Numb. vehicles</th>
<th>Vehicle capacity</th>
<th>Max. cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>300</td>
<td>3</td>
<td>250</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>300</td>
<td>3</td>
<td>225</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>300</td>
<td>3</td>
<td>225</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>300</td>
<td>3</td>
<td>200</td>
<td>150</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>400</td>
<td>3</td>
<td>350</td>
<td>225</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>400</td>
<td>3</td>
<td>300</td>
<td>200</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>400</td>
<td>3</td>
<td>200</td>
<td>175</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>500</td>
<td>4</td>
<td>325</td>
<td>175</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>500</td>
<td>4</td>
<td>275</td>
<td>150</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>500</td>
<td>4</td>
<td>275</td>
<td>150</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>500</td>
<td>4</td>
<td>225</td>
<td>200</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>400</td>
<td>4</td>
<td>175</td>
<td>125</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>400</td>
<td>4</td>
<td>250</td>
<td>175</td>
</tr>
</tbody>
</table>

Fig. 5. Boxplot of the expected benefits for each scenario and version of the problem.

Fig. 6. Boxplot of the distribution costs and the expected incomes for the rich version of the problem.
average expenditure for fixed average distribution costs. However, this rule does not apply for all cases. In some of them, despite the fact that the gap of expected incomes increases, so does the gap of distribution costs. As a consequence, the gap of expected benefit may be reduced.

8. Conclusions

This paper addresses an extension of the Multi-Depot Vehicle Routing Problem (MDVRP) in which heterogeneous depots are considered. The resolution of the classical MDVRP has two sequential...
and interrelated stages: (a) the assignment of customers to depots, and (b) the corresponding design of distribution routes. Typically, the assignment map is generated by minimizing the total distance, which is intended to lead to the minimization of distribution costs. Implementing this approach, researchers assume that depots are homogeneous. However, this is an unrealistic assumption since several factors may result in differences between depots from a particular organization. We propose to take into account the existence of heterogeneous depots, which allows the consideration of customers’ preferences. The customers’ willingness to consume is affected by how well the assigned depot fits their preferences. Thus, the main contribution of this work is the development of a simple yet comprehensive metaheuristic-based approach including market segmentation issues in order to maximize expected benefits (expected sales incomes minus distribution costs).

The proposed methodology consists of five steps: (i) data collection, in which information basically related to existent customers that have been already served and new customers is gathered; (ii) statistical learning, where the relationship between customers’ features and expenditure for different depots is studied employing existent customer data; (iii) expenditure prediction for new customers; (iv) assignment of new customers; and (v) routing. A set of computational experiments has been carried out in order to illustrate our methodology. A total of 15 instances have been artificially generated and analyzed considering three scenarios, which vary in the weight of the expenditure of existent customers. It has been shown how our approach differs from an approach based on minimizing distribution costs when solving instances with heterogeneous depots. Our experiment also allows quantifying how the performance gap between both approaches increases as the weight of the expenditures is incremented.
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